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PREFACE

On December 2, 1996, the United States International Trade Commission (USITC) instituted
investigation No. 332-373he Dynamic Effects of Trade Liberalization: An Empirical AnalyEise
investigation, conducted under section 332(g) of the Tariff Act of 1930, is in response to a request from
the United States Trade Representative (USTR) (see appendix A). Areportwas delivered to the USTR
in October 1997. This study updates a previous investigation on the same topic (USITC publication
2608, February 1993).

The purpose of this investigation is to review and summarize the existing literature on the dynamic
economic effects resulting from trade opening agreements, including theoretical work and empirical
applications. In particular, the USTR requested a background discussion of the relationship between
trade and the underlying causes of economic growth, such as capital accumulation, technological
change, and labor force growth. The USTR also requested that USITC explore empirically the
potential improvements suggested by its critical assessment of the results of the body of literature
reviewed.

The USITC solicited public comment for this investigation by publishing a notice ketteral
Registerof December 11, 1996 (61FR234). Appendix B contains a copy of the notice. No
submissions were received in response to the notice of investigation.






ABSTRACT

This report reviews theoretical and empirical literature on the dynamic economic effects of trade
liberalization. The primary focus of the report is the relationship between economic growth and trade
liberalization. A critical assessment of the literature is provided, as well as are several empirical
explorations of the relationship between international trade and economic growth arising from that
assessment.

Economic theory generally supports the conclusion that trade liberalization has a positive effect on
economic growth. Theorists disagree as to whether increases in the growth rate of a country’s
economy after a single episode of liberalization last indefinitely or are time-limited, and some have
constructed scenarios in which liberalization might slow economic growth. Some empirical studies
have identified a positive linkage between a country’s rate of economic growth and its openness to
international trade, while others have failed to demonstrate this linkage. One of the unresolved issues
in such research is the appropriate quantitative measurement of the concept of “openness”.

There is stronger evidence that economic growth itself causes increases in the share of the
economy accounted for by international trade, as well as shifts in the composition of trade away from
primary products and towards more advanced manufactures; this body of evidence is extended in the
current report. In recent years, new techniques of simulation modeling have emerged for the
assessment of dynamic effects of trade liberalization; these techniques are particularly well suited for
exploring some of the positive linkages between trade liberalization and economic growth.

Empirical research indicates that the most rapidly growing countries tend to have high rates of
capital investment, high rates of schooling and other types of human capital formation, and
government policies conducive to the accumulation of physical and human capital. There is empirical
evidence of a positive linkage between trade liberalization and the rate of investment, generating an
indirect linkage between trade and growth. Other studies, as well as the Commission’s own research,
indicate that the linkages among trade, investment, and growth are particularly strong for foreign
direct investment, but less strong for investment financed by domestic savings. The Commission’s
empirical exploration found mixed evidence in support of a positive effect of liberalization on
technological change, in line with the existing literature. The Commission also found a statistical
association between a country’s degree of trade liberalization and increased female labor force
participation, a potential source of economic growth, but no association across countries was found
between liberalization and secondary school enroliment.
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EXECUTIVE SUMMARY

Background

The U.S. Trade Representative requested that the U.S. International Trade Commission review
and summarize the existing literature on the dynamic economic effects resulting from trade opening
agreements. The summary was to include theoretical work and empirical applications; a background
discussion of the relationship between trade and underlying causes of economic growth; and a
discussion of attempts to simulate the dynamic effects of actual or potential trade agreements. USTR
also requested that the USITC explore empirically potential improvements in the understanding of the
relationship between trade liberalization and economic growth, in light of a critical assessment of the
results of the body of literature reviewed.

In order to carry out this task, the Commission has reviewed an extensive body of literature,
covering both traditional and newer theories of economic growth and its relationship to international
trade and foreign direct investment (FDI); empirical studies of the determinants of economic growth;
and empirical studies of the relationship among trade, trade liberalization, and economic growth.
Particular emphasis was given to literature relating trade and its liberalization to such underlying
causes of economic growth as the accumulation of physical and human capital, and technological
change. The relationship between economic growth and the recent rapid growth in global trade, on the
demand side of the economy, was also examined, along with current attempts to simulate the effects of
trade agreements in a dynamic modeling environment. This review of literature constitutes Part | of
the present study.

As a result of the Commission’s critical analysis of the existing literatygortunities were
identified for empirical explorations of existing data which might shed further light on the relationship
between trade liberalization and economic growth. The results of the critical analysis of the literature,
and of five empirical explorations into the linkages among trade, trade liberalization, and economic
growth, appear in part Il of the present study.

Summary of Findingst,?

Review of Literature

Theories of Economic Growth

® |t is generally accepted that the ultimate sources of economic growth are the accumulation of
productive resources and technological change, which enhances the efficiency with which those
resources are used. The key resources are labor, which expands with population growth and
increases in the labor force participation rate; physical capital, which expands through

1For Vice Chairman Bragg’s views on economic modeling, see U.S. International Trade Commission,
The Economic Effects of Antidumping and Countervailing Duty Orders and Suspension Agré¢Biéats,
publication 2900 (June 1995), p. xii, ahde Impact of the North American Free Trade Agreement on the
U.S. Economy and Industries: A Three Year ReW&ATC publication 3045 (June 1997), p. F-1.

2 Commissioner Newquist notes his approval of this report is primarily for the limited adminstrative
purpose of transmitting a Commission staff response to the request of the U.S. Trade Representative.

xiii
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investment; and human capital, which expands through education, training, and experience.
Technological change may take place through learning-by-doing or by directed investments in
technological progress (e.g., R&D spending).

® A great deal of modern theoretical and empirical work on economic growth is based on the
neoclassical growth modelThis model features assumptions such as diminishing returns to
capital investment and a common international technology, which give rise to the prediction of
convergencgpoor countries grow faster than rich ones, converging ultimately to the same
standard of living). This prediction is broadly consistent with the experience of industrial
countries in recent decades.

® Inthe long run, economic growth in the neoclassical model depends on the rate of technological
progress, which the model assumes rather than explains. Trade liberalization, by improving
economic efficiency, can give rise to more rapid growth in the medium run (several decades) but
not in the very long run.

e Criticisms of the neoclassical model include the fact that the prediction of convergence fails for
poorer countries (some have grown extremely rapidly, while others have experienced absolute
declines in living standards), and that the rate of technological change is influenced by
recognizable economic factors. Thus, in the last decadesodegenous growth theoribave
emerged. There are many varieties of endogenous growth theory, emphasizing variously R&D
spending, human capital, learning-by-doing, technological spillovers, and the underlying
technology of production.

e Many varieties of endogenous growth theory predict that improvements in efficiency, such as
those induced by trade liberalization, could have permanent rather than temporary effects on
economic growth. However, the theories in general yield ambiguous results about the impact of
trade liberalization on economic growth. Under some scenarios liberalization promotes growth,
while under others it could retard growth (depending, for example, on how it influences firms’
incentives to engage in R&D, or individuals’ incentives to acquire more schooling).

Empirical Evidence on Trade and Growth

e While endogenous growth theories have led to a richer appreciation of the nature and role of
technological change, the limited empirical evidence to date does not clearly favor these theories
over neoclassical growth theory. There is widespread agreement that international comparative
data fit a pattern afonditional convergenc@mong countries with similar rates of investment
and levels of schooling, poor countries grow faster than rich ones, ultimately converging to the
same standard of living). Conditional convergence can be reconciled with both an extended
version of the neoclassical model and some versions of endogenous growth models.

e Awide variety of techniques has been used in an attempt to demonstrate that increases in exports,
increases in trade, or liberalized trade policies lead to faster rates of economic growth. In-depth
comparative country studies, popularized in the 1970s, suggested that developing countries with
policies which were relatively open toward international trade enjoyed better economic
performance than countries with relatively closed policies. Attempts to establish statistical
causation between exports and growth have had mixed success, as have attempts to include
measures of trade or trade liberalization in cross-country studies of economic growth.

2—Continued
Commissioner Newquist does not necessarily concur with the theoretical work or empirical applications
reviewed and summarized in this report. For further discussion of Commissioner Newquist’s view regarding
the theory and application of economic modelling, particularly its limitationsTiseémpact of the North
American Free Trade Agreement on the U.S. Economy and Industries: A Three Yeay IReviday
332-381, USITC Pub. 3045 at Appendix F (June 19B7¢; Economic Effects of Antidumping and
Countervailing Duty Orders and Suspension AgreemémisNo. 332—344, USITC Pub. 2900 at xi (“Views
of Commissioner Don Newquist”) (June 1995) ; see &stential Impact on the U.S. Economy and
Industries of the GATT Uruguay Round Agreements, Volume. INo. 332—353, USITC Pub. 2790 at I-7,
n. 17 (June 1994Rotential Impact on the U.S. Economy and Selected Industries of the North American
Free—Trade Agreemeninv. No. 332—-337, USITC Pub. 2597 at 1-6, n. 9 (January 1993).



One difficulty with much empirical literature on trade and growth is that there are a variety of
measures of openness. These are based variously onratios of trade to GDP, measures of tariffs and
NTBs, measures of exchange rate distortion, subjective assessments of policies, survey data, and
econometric measures of the difference between actual trade and statistically expected trade.
These measures do not consistently agree with each other, with countries scored as “open” by one
criterion appearing to be “closed” by another criteria. This suggests that there may be several
types of openness and/or fragility in the available data.

One possibility is that more open trade may induce more rapid economic growth indirectly, either
by accelerating the accumulation of productive resources or by accelerating the rate of
technological change. The evidence is particularly strong that open economies experience higher
rates of investment, which in turn influence rates of per capita income growth.

Trade and the Causes of Growth - Empirical Evidence

Savings and Investmerifhere is substantial evidence that expansion of trade is associated with a
higher share of investment in national income. Capital investment is usually financed primarily
through national savings, and partly through net foreign investment. There has been very little
empirical work directly linking trade with savings.

Foreign Direct Investment Trade and FDI are linked in a number of ways. FDI may either
substitute for trade (in the case of tariff-hopping investment) or be complementary to trade (in the
case of intrafirm trade). Because of this, different researchers have obtained different results on
the relationship between trade barriers and FDI, although lower barriers to FDI itself are
associated with higher FDI. There is evidence that the growth effects of FDI may be stronger than
those for domestically financed investment, which is consistent with the observation that foreign
multinationals often possess technological advantages over host-country firms.

Technology Increased exposure to imports may enhance productivity by forcing less efficient
firms to adopt new efficiencies, reduce their scale of operations, or exit the market. Such
productivity effects have been found in some studies but not others. There is evidence that the
productivity-enhancing effects of technological knowledge spill partially across international
borders but are partly retained in the inventing country. The strength of recognition of foreign
intellectual property rights influences international technology payments and may (depending on
the study) affect trade and FDI flows.

Labor and Human Capital There has been little empirical research on effects of trade on either
the incentives to accumulate human capital (e.g., through schooling or on-the-job experience) or
on the labor force participation rate. The experience of the East Asian Tigers (Hong Kong, Korea,
Singapore, and Taiwan), which experienced rapid increases in labor force participation and
schooling, unusually high rates of economic growth, and were relatively open compared to other
developing countries, is suggestive of possible linkages among openness, human capital
formation, and labor force participation.

Trade and the Growth of Demand; Dynamic Modeling of Trade
Liberalization

International trade has grown more rapidly than world output in the postwar period. This may be
in part due to the composition of traded goods, if these goods consist disproportionately of goods
whose relative importance in consumer budgets grows as real incomes rise. This effect of
economic growth on international trade, operating on the demand side of the economy,
complements the potential "supply-side” effects of trade liberalization on growth discussed
elsewhere in the report. Improved and more focused estimates of the historical effects of growing
incomes on patterns of trade, production, and consumption may aid in calibrating attempts to
model the dynamic effects of trade liberalization.

XV
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In recent years, computable general equilibrium (CGE) models have been used increasingly to
analyze the effects of trade policies. CGE models can be static or dynamic, with dynamic models
taking into consideration changes that ensue with the passage of time. While static CGE models
continue to be the predominant tool of trade policy analysis, the use of dynamic CGE models is
spreading. Such models can be particularly useful in identifying transitional changes (e.g.,
phased implementation of a policy reform) or effects of trade liberalization on economic growth
and development. Recent attempts to use dynamic CGE models to replicate patterns in historical
data show that realistic modeling of long-run changes in trade, particularly for rapidly growing
economies, is a challenging task for modelers.

Critical Assessments

Current empirical literature indicates that the primary determinants of economic growth are
investmentin physical and human capital, technological progress, and a pattern of institutions and
incentives under which investment and technological innovation are encouraged. The degree to
which any given country possesses the above conditions for economic growth is in large part
independent of trade policy. This helps to explain the mixed results of empirical attempts to
identify direct linkages between trade and economic growth.

At present, it is easier to find evidence for an indirect relationship between trade and economic
growth, operating through one of the proximate causes of growth, than for a direct relationship.
Fairly strong evidence links trade liberalization to higher rates of aggregate investment, while
more suggestive evidence links liberalization to higher rates of foreign direct investment and
accelerated productivity growth. Accordingly, the focus of the empirical explorations in part Il is
on the search for additional evidence linking trade to the accumulation of productive resources,
and to technological change.

An additional focus of empirical exploration in part Il is on the sensitivity of trade flows in general

to growth in incomes. This sensitivity is greater than is often recognized, and its existence raises
important issues for the dynamic modeling of trade liberalization. This analysis of demand-side
connections between trade and growth complements the analysis of supply-side factors elsewhere
in the report.

Summary of the Results of Empirical Explorations

Savings and Trade Liberalization Higher-income countries save more, as do more
rapidly-growing countries. In rapidly-growing countries, the savings rate tends to be lower if a
high proportion of the population consists of children. A high share of trade in the national
economy is associated with a higher savings rate, particularly for more rapidly-growing
economies. For major episodes of liberalization captured by the Sachs-Warner index (an
indicator of an economy’s openness), there appears to be no particular relationship between
liberalization and savings.

U.S. Direct Investment Abroad, Trade Liberalization, and FDI Liberalizatib®. FDI abroad is
concentrated in countries with large economies and in countries geographically closer to the
United States. U.S. FDI is more strongly attracted to countries with both open FDI policies and
open trade policies. The strength of the measured FDI effect is large. The effect of open trade
policies in stimulating FDI suggests that trade and FDI tend on balance to be complementary.
Open trade policies appear to be attractive for U.S. direct investments in manufacturing and
services, but have no discernible impact for U.S. FDI in the petroleum industry. However, U.S.
investors are strongly attracted to open FDI policies in all industries examined.

Technological Progress in OECD Manufacturing and Trade Liberalizafidrere is evidence of

cross-country convergence in industrial productivity in the OECD; within a given sector,
low-productivity countries experience more rapid productivity growth than countries leading in
productivity. A stronger research effort is also associated with greater productivity gains.



High-tariff sectors tend to have low productivity growth, while low-tariff sectors tend to have
high productivity growth. After accounting for other determinants of productivity growth, the
negative association between tariffs and productivity is broadly confirmed, but is statistically
significant only for some measures of productivity. A positive association between export
performance and productivity growth appears to be somewhat stronger. There is no observable
relationship in the data analyzed between import penetration and productivity growth.

Trade, Human Capital Accumulation, and Labor Force Growtlsome measures of openness

are associated statistically with measures of labor force participation or human capital. More
open economies have a higher female proportion of the labor force, implying a higher labor force
participation rate overall. Economies with a higher ratio of trade to GDP have a larger percentage
of the labor force in urban areas, where wages are higher; however, the Sachs-Warner index of
openness is uncorrelated with urbanization. No statistically significant association was found
between the secondary school enroliment ratio and openness to international trade.

Trade and Income GrowthMost countries were found to have imports which grow more than
proportionately with respect to income, while in some countries imports have grown roughly
proportionately with income. As a "best estimate,” controlling for relative prices, every one
percentincrease inreal global incomes has induced approximately a 1.8 percentincrease in global
trade. A calculation was performed of the gross income elasticity (uncorrected for relative price
changes) of various categories of global trade during recent years. Also, a methodology for
formal estimation of the sensitivity of export demand for a specific commodity (U.S. machinery
and equipment) with respect to rest-of-world income was demonstrated. Taken together, these
estimates show that transportation equipment, machinery and equipment in general (particularly
electronic equipment), and apparel have accounted for a sizable share of the most
rapidly-growing international trade. An analysis of global consumption patterns across countries
with different levels of income identifies a group of commodities (including transport equipment,
machinery, and apparel) as having a larger share of consumption in high-income than low-income
countries.
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CHAPTER 1
Introduction

SCOpe The term dynamic effectsin the title of this
investigation refers to effects on the rate of economic
This study analyzes the dynamic economic effects growth that are manifested over an extended period
resulting from trade liberalization, extending and of time. The dynamic effects of trade liberalization
updating an earlier report by the U.S. International are in contrast to the conceptssétic efficiency gains.
Trade Commission (USITC) that was transmitted to In the context of trade liberalization, “static efficiency
the United States Trade Representative (USTR) ingains” refers to one-time benefits of liberalization
February 1993. The original study covered primarily which arise as national prices become more closely
theoretical literature. Since the release of that report,aligned with the global price structure, and the
the empirical literature on trade, growth, and the resulting reallocation of resources that takes place
dynamic relationship between the two has expandedwithin the economy in response to these price
rapidly, including attempts to simulate the dynamic changes. The method of measuring static efficiency
effects of actual or potential trade agreements. Thegains by comparing the performance of the economy
USTR has requested the USITC : (1) to review and in two scenarios for a single base year (in this case

critically assess these advances in the literature, andwith and without liberalization), is referred to as
(2) to explore empirically the potential improvements comparative statics
suggested by this assessment.
Traditional methods of analyzing trade
agreements, relying on comparative statiggnerally

ApproaCh simulate the effects of the trade agreement at a single
point in time, using available data for a single,
historical base year, and consider only static efficiency
gains from liberalization. However, if trade

The primary focus of this investigation is to assess
the potential impact of trade liberalization on
economic growth. Do countries which adopt policies liberalization infl th te of . th
encouraging freer trade enjoy more rapid rates of Ibéralization Influences the rate of economic growth,
growth in per capita income than otherwise similar €V€N Py a few tenths of a percentage point annually,
countries which do not engage in trade liberalization? IS Ppotential consequences would turn out to be
The importance of this question becomes apparentsubs_tantlally greater than those captured by static
when it is realized that the enormous differences in efficiency gains, since the effects would be both
the standards of living between one country and extended and compounded over time. It is, therefore,
another have emerged as the result of relatively smallpresumed that measures of dynamic gains from trade
differences in the rate of economic growth, might be larger than comparative-statics measures of
maintained over decades. Thus, the potential impactgains from trade. There has been increasing interest
of trade liberalization on economic growth, however in this possibility as indicated in USTR's request letter
modest, might have important consequences forwhich states that “An understanding and appreciation
standards of living. The analysis of this impact of the potential dynamic gains from trade are needed
requires an understanding of the general reasons whytg contribute to more fully informed assessments of

economic growth is rapid in some countries and Slow {he rade policy options that confront the President
in others, and whether trade liberalization has been Congress.”

influential in enhancing economic growth. In
addition, analysis requires examination of whether a 3 Examples of USITC studies utilizing the method of
country’s “openness” to international trade can be comparative statics includdSITC, Economy-Wide
reasonably captured by one or more quantitative Modeling of the Economic Implications of a FTA With

indicators. Mexico and a NAFTA With Canada and MexitiSITC
publication 2508, May 1992; USITQ;he Economic
1 See USITCThe Dynamic Effects of Trade Effects of Antidumping and Countervailing Duty Orders
Liberalization: A SurveyUSITC publication 2608, and Suspension AgreementsSITC publication 2900,
Washington, DC, February 1993. June 1995; and USITGhe Economic Effects of U.S.
2 A copy of the USTR’s request letter appears as Import Restraints: First Biannual Updat&SITC
Appendix A of this report. publication 2935, December 1995.
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For the purposes of this investigation, the term measuring the “openness” of an economy to
trade liberalization is defined broadly to include international trade. This report considers alternatives
liberalization of trade in goods and services, capital, which have been proposed thus far, and their strengths
and technology. Liberalization of trade in capital (i.e. and weaknesses.

foreign investment, particularly foreign direct
investment (FDI)) is increasingly undertaken or
discussed simultaneously with trade liberalization, as
in the North American Free Trade Agreement
(NAFTA), in the Uruguay Round Agreement on
Trade-Related Investment Measures (TRIMS), and in
the Asia-Pacific Economic Cooperation forum
(APEC). As will be discussed in this report,
expansion of foreign investment has direct
consequences for both economic growth and
merchandise trade. In addition, certain types of
investment liberalization and trade liberalization
coincide in a formal, legal sense (i.e., TRIMS). Trade
in technology, such as cross-border licensing of
intellectual property, has characteristics in common
with foreign investment; technology trade is a subject
of recent liberalization initiatives, and it is linked both
substantively and formally with merchandise trade.
Improvement of foreigners’ intellectual property
protection is being undertaken simultaneously with
trade liberalization, and technology trade has potential
consequences both for economic growth and for
merchandise trade.

This study reviews theoretical literature on
economic growth, with the primary aim of identifying
potential mechanisms by which trade liberalization
might influence the rate of economic growth. Much

The review of empirical literature indicates that
trade liberalization may principally influence
economic growth through indirect channels, by

influencing more immediate determinants of growth.
These determinants include investment (including
particularly  foreign investment), technological
change, the accumulation of human capital (e.g,
through education and training), and labor force
participation. The analysis of investment in this study
contains two components; an analysis of the impact of
trade liberalization on domestic savings (since
domestic savings is the primary means of financing
investment in most countries) and an analysis of
foreign investment. The analysis of foreign
investment examines the responsiveness of the stock
of U.S. foreign direct investment (FDI) in various
countries to the openness of those countries’ policies
towards trade and FDI.  Similarly, analyses of the
impact of trade, and its liberalization, are undertaken
with respect to the rate of technological change, and
to human capital accumulation. The effect of
openness on technological change, as measured by
growth in output in excess of growth in inputs, is
analyzed for various manufacturing sectors in a
sample of developed countries. The concept of
human capital formation is captured by three
measures; the secondary school enrollment rate, the

of economic growth theory is focused on sources of Percent of population living in urban areas, and the
growth other than international trade, such as Proportion of the labor force that is female.

investment and savings, human capital formation (e.g.,  The impact of trade liberalization on domestic

education and training), and the state of technology. savings, FDI, total factor productivity, and human

Since the efficiency gains associated with trade capital is investigated using econometric techniques,
liberalization in standard international economics are in a manner which takes into account the impact of
effectively similar to an improvement in technology, other key variables on the performance of each of
these theories can be used to draw inferences aboufhese determinants of economic growth. For example,
the growth effects of trade liberalization. In other the impact of age distribution and per capita income
theories of economic growth, an explicit role for for a given economy is considered in the analyses of
international trade is posited, and the consequences 0kavings behavior and human capital; the effects of
liberalization can be discussed directly. location are considered in the analysis of FDI; and the
impact of research and development is examined in

The review of empirical literature on economic . .
the analysis of technological change.

growth examines a variety of methods for assessing
the quantitative impact of increased trade, or of trade  The request letter identifies “attempts to simulate
liberalization, on economic growth. While some of the dynamic effects of actual or potential trade
these attempts have produced evidence of a positiveagreements” as a component of the empirical
relationship, particularly for countries which undergo literature to be reviewed. Thus, the study reviews the
sudden and radical trade liberalization, the evidenceprimary technique by which such simulations have
for a positive relationship between more modest trade been carried out, namely, dynamic computable general
liberalizations and economic growth is tentative and equilibrium (DCGE) modeling. DCGE modeling is a
of mixed quality. One issue arising in such work is technique which is being increasingly used to estimate
the difficulty of quantifying the degree of “openness” the effects of trade liberalization for a given country,
associated with a given economy. As can be for regions, or for the global economy. The review
anticipated, such a task is quite complex and hence,indicates that DCGE modeling is a valuable supple-
there is no single universally accepted technique for ment to comparative statics in simulating the general
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equilibrium impact of potential changes in trade the literature to capture the concept of “openness to
policy. However, experience using DCGE models to international trade” are discussed. Also discussed is
replicate the historical levels of trade suggests thatthe relationship between trade and the underlying
attempts to simulate future trends in trade patterns oncauses of economic growth, such as capital
a forward-looking basis, over long periods of time, accumulation, technological change, and labor force
presents particular challenges. growth. Chapter 3 also examines evidence

These challenges arise from rapidly moving trends démonstrating  that international trade is highly
that are difficult to model. The Commission’s analysis Sensitive to changes in demand (in technical terms,
identifies two such trends: the persistent tendency for tNere is a highncome elasticity of demarfdr traded
world trade to grow more rapidly than world income, 900dS). An increasing number of attempts have been
and the tendency of both consumption and trade toMade to simulate the dynamic effects of actual or
shift into different categories of goods and services asPotential trade agreements in recent years; this
income rises. The effects of economic growth on literature is reviewed in chapter 4.

trade operate through the demand side of the  part |1, consisting of chapters 5 through 10,
economy, in contrast to the “supply-side” effects of comprises the Commission’s critical assessment of the
trade liberalization on labor, physical and human |iterature reviewed in Part I, as well as several
capital, and technological change emphasized empirical explorations suggested by that critical
elsewhere in the report. This report examines theseassessment, pursuant to the request letter. Chapter 5
changing patterns of trade and consumption, both incontains the critical assessment of the literature. It
the literature review and in the subsequent empirical synthesizes the discussion in chapters 2 though 4,
analysis. A better understanding of these patterns,identifies the strengths and weaknesses of the existing
and their underlying economic causes, is likely to lead jiterature, and relates these to the Commission’s
to future improvementslin eStImatlng of the dynamic choice of topics for empirica] exp]ora’[ion in
consequences of trade liberalization. subsequent chapters. It also briefly summarizes the
nature and results of the empirical explorations which
constitute chapters 6 through 10.

Organlzatlon Chapters 6 through 9 provide econometric

This report is divided into two parts. Part |, investigations of the impact of trade liberalization on
consisting of Chapters 1 through 4, presents thesavings behavior, foreign direct investment, total
review of literature as requested by USTR. This factor productivity, and human capital, respectively.
review includes a current overview of the principal Chapter 10 explores the persistent tendency for world
theoretical frameworks for the study of economic trade to grow more rapidly than world income in
growth, emphasizing the differences between recent decades, and relates this tendency to
traditional and more recent models of economic transformation in global consumption patterns. The
growth and their consequences for trade liberalization, evidence from the literature on this topic, presented in
and presents empirical evidence on the primary chapter 3, is extended and focused in the
sources of differences between countries in the rate ofCommission’s own statistical analysis. This analysis
economic growth (Chapter 2). This is followed by an presents new estimates of income elasticities for the
examination of the empirical linkages among trade, world, and for particular countries, sectors, and
openness, and growth (Chapter 3). Measures used ircommodities.
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CHAPTER 2
International Differences In
Economic Growth

This chapter reviews modern theories of economic “rule of 72."1 If two economies begin with the same
growth, with the dual purpose of identifying the income per person, but growth in income per person
primary determinants of economic growth in these in the first economy exceeds that in the second by
theories and examining their predictions about the 2 percent per year, in 36 years the faster-growing
effects of trade liberalization on economic growth. economy will enjoy approximately double the
Particular attention is given to the differences between standard of living in the second economy. If the
the neoclassical growth model and recent alternativesdifference in per capita income growth is 3 percent
to that model, which are often grouped together as per year, this doubling of the relative living standard
“endogenous  growth theory”; the diverging will take place in 24 years, or within a generation.
predictions of these theories as to whether growth Examples of such sustained differences in growth
effects of trade liberalization are temporary or between countries are numerous. A dramatic
permanent; and the question of whether theseexample of the consequences of sustained differences
differences among theories are relevant for public in economic growth rates is provided by a
policy. Empirical evidence on the primary issues comparison of El Salvador and Japan. In the
raised by economic growth theory is examined, mid-1950s, the per capita income of El Salvador was
including the principal reasons why the economies of roughly equal to, or even slightly higher than, that in
some countries grow faster than those of others andJapan (Bhagwati (19665). In 1993, according to
the question of whether current evidence distinguishesWorld Bank data, the income of one Japanese person
between neoclassical and endogenous growth theorieswas approximately equal to that of 24 Salvadorans.
This discussion provides background for the This difference can be accounted for by a sustained
examination of empirical evidence regarding the difference of less than 9 percent per year in
particular impact of “openness,” or trade economic growth per person, maintained over 38
liberalization, on economic growth in chapter 3. yearss Most differences in economic growth

between countries can be attributed to causes other
than differences in trade policies. Nonetheless, if
trade liberalization can be shown to make even a
modest contribution to more rapid economic growth,

The |mp0rtance of such a contribution would have important
. consequences for the progress of human well-being,
ECOn0m|C GrOWth for both the United States and its trading partners.

The focus of this investigation is an empirical
question: Does trade liberalization cause economies 1 1
which liberalize to grow more rapidly than those TheO“eS Of ECOn0m|C
which do not? Small differences in economic growth, Growth
maintained for extended periods of time, can lead to
dramatic differences in standards of living. These Many of the most fundamental principles relating
differences help account for the interest of policy- to economic growth, international trade, and the
makers and analysts in learning whether dynamic relationship between them were anticipated by the
gains from trade liberalization exist, however small. T : ) i
In order to emphasize this point, and motivate further yee;l;zcikt]ntgl?(lesn?é?;uggglztittk;/etorléilgugfle%énﬂ;)% number
the discussion in the balance of the report, SOmeapproximated by dividing its annual growth rate into the
examples are presented here. number 72.

. . . 2 Full citations to literature referenced in this report
The effects of sustained differences in the rate of gppear in Appendix C.

economic growth can be illustrated by the so-called 3 USITC staff calculation.
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classical economists, such as David Hume (1711-76), i
Adam Smith (1723-90), David Ricardo (1772-1823), NGOClaSSICa| GrOWth Theory

and John Stuart Mill (1806-73). These principles The neoclassical growth theorgf Robert Solow
include, among others: (1956) and Trevor Swan (1956) is generally
recognized as the modern beginning of fruitful
theorizing about economic growth in market
economies. The neoclassical theory overcame the
paradoxes of the Harrod/Domar model by recognizing
that substitution between labor and capital takes place
in response to changes in their relative prices.
Profit-seeking firms will employ more machinery per
worker if the wage rate rises relative to the user cost
of capital® and will employ more workers per
machine if the user cost of capital rises relative to the
wage rate. This process insures that sustained
increases in real income per worker can be maintained
consistently with long-run full employment of both
labor and capitéfl.

® The realization that sustained increases in real
wages can be maintained by steady increases in
capital per worker;

e The role of saving, or abstaining from
consumption, in financing capital accumu-
lation;

® The role of improvements in the “useful arts,”
advances in machinery, and extensions of the
division of labor (in modern parlance,
technological change) in raising living
standards ; and

® The twin possibilities that capital accumulation
and technological progress could lead to

expansion in international trade, and that Characteristics of the Neoclassical

international trade could improve the Model

conditions for economic growth. The feedback The basic neoclassical model employs the
effects of trade on economic growth were following additional assumptions:

recognized to operate through a number of

channels, including the importation of inputs to ® The economy operates undgmstant returns

to scale i.e., simultaneously increasing inputs
of labor and capital by an identical proportion
will increase output by the same proportion;

domestic manufactures; international diffusion
of new production techniques and new
consumption possibilities; and wider extension
of the division of labor, promoting increased
economies of scale.

4_Continued
for India’s Second Five-Year Plan.) It was believed that
L. . . the supposed difficulties of instability and chronic

After languishing for nearly a century, interest in  ynemployment in market economies could be overcome
the theory of economic growth revived in the by government fiat with regard to savings, accumulation,
mid-20th century. Plans for the reconstruction of and technology. Among other things, these models

overlooked the possibility that continuing accumulation of
Europe and Japan after World War Il, the problem of capital equipment, unaccompanied by market-driven

very low living standards in the newly independent jnnrovements in productivity, could lead to an eventual
former colonies, and the Soviet Union’s experience of stagnation of living standards - a possibility that became
rapid increases in mechanization and industrial outputreality in the Soviet and East European economies during
in the Stalin/Khrushchev years converged to dramatize the 519r7h13u22? Cl(?set’ogf (C'Eaﬁ:g(r('% %’:]?ar'fzﬁzegf(igﬁﬁg-is
issues surrounding _economic growth: We,Stem a function of equipment prices, the rate of interest, and
attempts at constructing new mathematical theories ofthe rate of depreciation on previously installed capital.
economic growth, most notably those of Roy Harrod Increases in any of the above raise the user cost of
(1939) and Evsey Domar (1946), relied on g:aHoital, a(;]dbv"t:r? vtersa;. 'I;he utse; _cc;st oft cap()jital can be
; : : ; influence e tax treatment of interest an
assumptions of technploglcally_ fixed proportlor)s depreciationy(Jorgenson (1963)). Standard theory
between labor and capital and fixed rates of saving recognizes that capital gains, and its taxation, may also
independent of any human decisions about the influence the user cost of capital, but the empirical
appropriate rate of savings. The logical implications significance of this effect is a matter of considerable
of such restrictive assumptions were that stable, controversy (Gravelle (1994), Feldstein (1995), Moriger

) . : : (1995)).
long-run economic growth was unlikely in market 6 1t bears emphasizing that the goal of growth theory

economies, and that chronic growth of either js o describe long-run economic processes, for which the

unemployment or idle machinery was very likély. idea of full employment of labor and capital is reasonable.
The theory of business cycles, which recognizes that
4 Similar assumptions were utilized in the recessions are associated with surges in unemployment
mathematical models of central planning employed in the and analyzes policies directed at macroeconomic
Soviet Union and adapted for use in some developing stabilization, is generally kept distinct from growth theory

economies (e.g., the Mahalanobis (1955) model adopted for reasons of analytical tractability.
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® There araliminishing returngo both labor and  investment continue to take place, capital per worker
capital. If the stock of capital were somehow to stops increasing. This implies that if there were no
be fixed, employing additional workers would technological change, growth in per capita income
lead to steadily falling additions to output for would also stop. Viewed another way, in the long
each additional worker, and thus to falling run the growth in per capita income is just equal to
wages. Similarly, if the labor force were fixed, the rate of technological change, and is entirely
installing additional capital would lead t0 generated by technological change. This situation

steadily falling additions to output for each represents the long-run dynamic equilibrium of a
additional unit of capital, and thus to falling oqclassical economy.

market returns to capital.
One of the most important predictions of the
e In fact, however, the labor force is constantly Nneoclassical model is that afonvergencein per
growing with population growth, and the stock capita incomes — i.e., low-income countries should
of capital also grows. Annual investment, grow more rapidly than high-income countries, other
which increases the capital stock, is financed things being equal. This prediction arises when
out of savings, and a portion of that investment considering the behavior of the model in cases where
is used to replace the depreciation of old capital. the economy has not yet reached its long-run
The labor force growth rate, the rate of savings equilibrium (in technical terms, this is called
outof national income, and the depreciationrate analyzing the model’s transitional dynamics
are “exogenous” in the basic neoclassical |nitially, per capita incomes may be low, because
model; that is, they are assumed to be fixed by capital per worker is low. The economy may not yet
some mechanism operating outside the model, haye saved and invested enough to take advantage of
with the model itself making no further attempt ¢ technological opportunities which currently exist.
to explain the values which they take. This gives a stimulus to new savings and investment,
which will increase capital per worker; per capita
e Technological improvements also take place at incomes will then rise. Since low-income countries
aconstant rate. Any given combination of labor start out with less capital per worker than high-income
and capital produces more and more output ascountries, their rate of return on capital is higher, the
time goes on, because of improvements in the incentive for capital accumulation is thus greater, and
techniques of production. The rate of income growth is faster. As capital accumulates, and
technological progress is also fixed the rate of return on capital falls, growth of per capita
exogenously, with the model itself making no income gradually decelerates until it equals the rate of
particular attempt to explain why technological puyre technological change. Figure 2-1 graphs the rate
progress might be either fast or slow. of per capita GDP growth relative to 1962 per capita
GDP over the period 1962-93 for 20 countries in
which per capita GDP exceeded $5000 in 196Phe
o . countries include Australia, Canada, Japan, New
Predictions of the Neoclassical Zealand, the United States, and fifteen European
Model With Respect to Growth countries.  The relationship plotted shows fairly
clearly that within this group of relatively
In the Solow/Swan model, per capita incomes high-income countries, there has been convergence of
may grow both because of increases in capital perPer capita income, with initially poorer countries on
worker and because of technological change. BecauséVerage outgrowing initially more affluent countries.
of diminishing returns to capital, however, the impact
of additional savings and investment eventually
declines, to the point at which the available savings is
only sufficient to cover depreciation and growth in the
labor force. At this point, although savings and

The neoclassical model, as presented above,
predicts an ultimate cessation of growth in living
standards under circumstances in which technological
progress is minimal, driven by diminishing returns to
investment. The historical experience of the Soviet
7 In more sophisticated versions of the neoclassical ~ Union and Eastern Europe in the postwar era is

growth model, the savings rate is determined by generally viewed as exemplifying such a situation.
household decisionmaking, and may thus fluctuate over
time (Ramsey (1928), Cass (1965), Koopmans (1965)). In 8 Technical noteThe data for this graph come from
the longer run, the growth of the labor force is influenced World Bank, STARS (Socioeconomic Time-Series Access
by household decisions about childbearing (Becker and and Retrieval Systegmon CD-ROM, op. cit. The plotted

Barro (1988), Barro and Becker (1989)), as well as by line was fit to the points on the graph according to the
decisions about labor-force participation. There is following regression (t-statistics in parentheses):
overwhelming evidence that the birth rate tends to decline (Growth of per capita = 4.812 -.0002877* (Per capita
with increases in living standards, thus providing an income 1962-93) (5.44) (2.65) income in 1962)
additional boost to per capita income (Birdsall (1989)). R2 = .29
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Figure 2-1
GDP growth per head 1962-93: High income countries

5
|
|
£ 4
s
S
(o))
o
[a)
©)
IS
.5- 3
]
o
@
o
©
)
c
c
< 2
- |
1 u
4000 6000 8000 10000 12000 14000 16000 18000

1962 per capita income (1987 $)
Source: USITC staff calculations, see text.

These economies experienced very high rates ofThe Relationship Between Trade

accumulation of physical capital under : ;
government-directed policies of forced savings, and Growth in the Neoclassical

deliberately allocating low quantities of labor and Model
other resources to consumer goods in order to
promote equipment manufacture, construction, and
other heavy industries. While these policies led to
rapid rates of economic growth in the 1950s, the
absence of economic incentives for innovators and
minimization of economic contacts with the Western
economies led to a virtual halt in technical progress
for civilian applications, with an ultimate stagnation
of economic growth by the 1970s and 1980s.

In the basic neoclassical model, trade
liberalization affects the economy by increasing the
overall level of technological efficiency. This
efficiency gain is of the “comparative-static” type
described in chapter 1. The national price structure
moves closer to the international price structure, and
the marketplace reallocates workers and capital to
those sectors whose product yields the highest
incomes at international prices. In this respect, trade

9 Considerable attention has been given to “golden liberalization operates in a manner similar to a
rules” for choosing the savings rate, which would one-time improvement in technology, or a removal of
maximize the value of consumption (Phelps (1966)). government-induced domestic distortions to the

Because of d|m|n|Sh|ng returns, it is in prInCIple pOSSIble economy' or any other event Wh'Ch |ncreases the |eve|

for an economy to “oversave,” forever putting off today’s ; : ;
consumption in order to accumulate for some distant of production obtainable from a given supply of labor

future consumption, and in the process achieving a lower @nd capital.  Since economies with higher levels of
rate of consumption in each year than households would technological efficiency enjoy higher per capita
otherwise prefer. The rate of forced savings and income, trade liberalization leads to a long-run higher
investment in the "postwar Cor’nmunist economies plainly  |evel of per capita income. This implies a period of
e s Soacone et ot soess NIGher growth o per capta income, at frs rapid and
of the “golden rule” cannot take place because of the then slower, after which the economy settles down to

typical desire of households to enjoy consumption sooner the new, hi'gher '|eV?| of per capita inC_Ome implied b_y
rather than later (Barro and Sala-i-Martin (1995), p. 74). the trade liberalization. (If technological progress is
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taking place for other reasons, the liberalization experience has been referred to as the “East Asian
induces a period of growth of per capita income in Miracle,” and the countries involved as the “East
excess of the rate of technological progress, after Asian Tigers” or “Four Tigers.” Attempts to identify
which the growth rate gradually declines to the rate of policy choices which may have induced such high
technological progress.) growth rates in those countries have also brought the

This property of the neoclassical model is often neoclassical model itself under scrutiny.

described as devel effectof trade liberalization.
Liberalization increases the long-run level of per
capita income but not its long-run rate of growth.
Any increase in the rate of growth of per capita
income takes place only in the transition to the new,
higher level, and lasts only until sufficient savings and
investment has taken place to achieve that higher
level. The search for alternatives to the neoclassical
growth model has been motivated in part by a desire
to demonstrate that trade liberalization could induce
growth effectsas well, i.e., permanent long-run
increases in the rate of growth of per capita income.

Also, the neoclassical prediction of convergence
in per capita incomes, which characterizes the
experience of the developed countries fairly well,
turns out not to hold either for the developing
countries or for the world as a whole. On average,
incomes in the world’s poor countries do not grow
rapidly enough to catch up to those in the rich
countries. While some countries, like the “East Asian
Tigers,” have experienced high growth rates and rapid
convergence, others have maintained a fairly steady
gap in living standards relative to the OECD level,
while still others have diverged, or fallen behind, in

Increases in the national savings rate, or some cases experiencing persistent declines in per
reductions in the rate of population growth, also capita income.
increase the long-run level of per capita income in the
neoclassical growth model. As is the case with Figure 2-2 graphs the rate of per capita GDP
improvements in technological efficiency, these growth relative to 1962 per capita GDP over the
changes have no long-run impact on the rate of period 1962-93 for a broader group of 100 countries
growth of per capita income, but induce increases in for which relevant data are availaBfe. While figure
the growth rate during the dynamic transition to the 2-1 showed that among the more affluent economies
new, higher level of per capita income. Typically, there was a tendency for lower-income countries to
those newer economic theories which predict grow faster than higher-income countries, figure 2-2
permanent growth effects for trade liberalization also shows that for the world as a whole there is no
predict permanent growth effects for increases in the particular tendency for poorer countries to “catch up”
national savings rate or reductions in the rate of to richer ones. Indeed, the evidence indicates that
population growth. over time, the poorer countries have on average fallen
further behind the richer ones in terms of living
standards (Pritchett (1997)).

Alternatlves to the NeOCIaSSICaI The neoclassical model presents a partial

|\/|0de| explanation for this state of affairs. Countries differ
in overall technological efficiency, in savings rates,

and in the growth rate of the labor force, and the

P . long-run level of per capita income depends on all
Criticisms of the Neoclassical these factors. Thus, different countries should be
Model expected to converge to different levels of per capita
income. In the language of the model, different
countries have different “long-run steady states,”
depending on technological efficiency, savings rates,
population growth, and so forth. Thus, the fact that
some rich countries grow faster than some poor
countries should not automatically lead to rejection of
the neoclassical model. However, even after
accounting for these differences in countries, some

There have been a variety of criticisms of the
neoclassical model. An example of such criticism,
implied by the above discussion, is that in the real
world one might expect that “good” government
policies, such as trade liberalization, policies to
promote domestic savings, and the removal of
distortions in the domestic marketplace, ought to
permanently increase the rate of economic growth,
while in the neoclassical model such policies only 10 Technical noteThe data for this graph come from
temporarily increase the growth rate. East Asian World Bank, STARS (Socioeconomic Time-Series Access
economies such as Korea, Taiwan, Hong Kong, andand Retrieval Systgmon CD-ROM, op. cit. The plotted
Singapore have maintained for some decades groth'O“”eov‘C’iﬁs frltet?etshs?oﬁo(ltn-tssta?igtitgse i%rag?eﬁtcr?gsrggg to the
rates of per capita income in excess of those generalIyEGrowthg0f ger capita = 1.833 +.00%06723* (Pe'r capita
thought to be feasible in the 1950s, when the ‘jncome 1962-93) (8.08) (1.21) income in 1962)
neoclassical model was developed. This dramatic RZ = .01
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Figure 2-2
GDP growth per head 1962-93: 100 countries
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analysts argue that current disparities in growth rates  Some of the new models of economic growth
are much larger than can plausibly be explained by expand the list of basic sources of growth beyond
the neoclassical model (Romer, P. (1986, 1994); labor, capital, and technological efficiency to include
Lucas (1988)). such factors as human capital, knowledge capital (or
“R&D capital”), increasing the variety of available
A wide variety of alternatives to the neoclassical 90ods, or improved quality of goods. A good deal of
growth model have been proposed, which are often effort has been invested in modeling the incentives for
grouped together under the term “endogenous growthdccumulating  technological  knowledge (through
theorytl In many of these alternative models, profit-oriented  expenditures  on research _ and
positive shifts in the rate of national savings, or in the development (R&D) or through “learning-by-doing”)

tatic level of technoloaical effici the ©F for accumulating human capital (through the
static level of technological €fliciency, can cause the opportunity cost of foregone wages during schooling
growth rate of the economy to be permanently higher. j, through an “education industry”). In these
If these models are correct, even a trade liberalization j,odels. there is no clear theoretical prediction that

which induces only static gains in economic efficiency trade liberalization either increases or decreases the
may in fact lead to a permanent increase in the rate ofrate of economic growth. The proposed mechanisms
economic growth, since all static efficiency effects linking trade liberalization to knowledge generation or
lead to dynamic growth effects in these models. human capital accumulation are complex and vary
from model to model. This ultimately leaves the issue
11 This use of the term “endogenous” is somewhat  of the impact of trade liberalization on economic

misleadinglwith respect to its normal use .in economip growth as a matter for empirical testing.
theory. It is meant to suggest that while in neoclassical
theory, the long-run growth rate of per capita income is 11_Continued

setexogenouslhequal to the assumed rate of technological in the neoclassical model, the growth rate during
progress, in endogenous growth models the growth rate is transitional dynamics is in fact an endogenous function of
generally solved for “within the model,” @ndogenously underlying parameters, and actual economies spend most
as a function of the exogenously given parameters. But or all of the time in a transitional state.
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Growth Effects Through In practice, it is an empirical question whether

: I capital and labor are sufficiently substitutable in real
Suspensmn of DImmIShmg Returns economies as to permit static efficiency gains to

translate into dynamic growth effects. There has been
as yet relatively little work on this question, although
it is attracting increasing attention. The measurement
of substitutability between capital and labor is
intimately bound up with the measurement of the rate

As discussed above, in the neoclassical model the
ultimate cessation of economic growth without
technological change is driven by diminishing returns
to capital. The particular rate of diminishing returns
L]Sat(ijé)ﬁgrec?ut%%tﬂ;? gﬁggjecr::]aiﬁgl Orr?éa?](;?ﬂj'gn%e?r']vs&gof techn.ollog[cal change, raising some complex issues
of labor and capital, on the other. The standard of quant|f|cat|o.rT (ROdr.'k_ (1997))'.
choice for this relationship, the Cobb-Douglas ~ One empirical difficulty with the models of
production function with constant returns to sé&le, endogenous growth described above is that they do
specifies a particular rate of diminishing returns as not retain the prediction of convergence in rates of
well as a particular rate at which capital can be €conomic growth arising from the neoclassical model.
substituted for labor in the production of goods. The As discussed above, data for the group of relatively
relative simplicity of the Cobb-Douglas form is of affluent countries display this convergence property.
great convenience for both theoretical and empirical Later in this chapter, it will be shown that growth

work, and frequently provides usable approximations rates in developing countries display a weaker
to empirical data. property of conditional convergencge that s,

lower-income countries grow more rapidly than
In practice it is possible that it is easier to higher-income ones after accounting for other
substitute between capital and labor than is implied by variables. Recall that in the neoclassical framework,
the Cobb-Douglas production function. Such poor countries grow faster than rich ones because they
substitution tends to alleviate diminishing returns to have a higher rate of return on capital and thus
capital, and leads with sufficient capital accumulation accumulate capital more rapidly. The difference in
to constant returns to capital. If this is the case, thenthe rates of return on capital between poor and rich
it can be shown that growth in per capita income cancountries comes from  diminishing  returns.
be maintained indefinitely, even without technological Endogenous growth models, on the other hand, tend
progress, as long as the savings rate is high enoughto include assumptions which suspend diminishing
Further increases in the savings rate lead to permanenteturns to capital. These assumptions lead to the
increases in the growth rate of per capita income, asresult that one-time improvements in efficiency (such
do improvements in the level of technical efficiency. as trade liberalizations) can permanently increase the
This, in turn, implies that trade liberalization may rate of economic growth. But, they simultaneously
permanently increase the growth of per capita incometake away the prediction that sufficiently similar
even if the only channel through which such economies will converge in per capita income. Since
liberalization operates is an increase in the static there is empricial support for conditional convergence,
efficiency of the economip a credible theory of growth ought to account for this

12 Technical note The Cobb-Douglas production phenomen.on. .
function with constant returns to scale is written as One simple strategy for modeling endogenous
Q = ALBKL® | in which Q represents national output, L growth Whllg retaining the prediction of convergence
represents labor input, K represents the capital stock, A In-per ,Cap'ta Income 1S to adopt more elaborate
represents the level of technology, dh@nd 18 production functiond4 Many models of endogenous
represent the shares of national income paid to labor and growth contain detailed mathematical descriptions of
capital respectively. In this formulation the marginal
productivity of capital can be shown to be equal to 13—Continued ‘ )
A(K/L) TP | which decreases as capital per worker Mo-stcactort modgls W('jth both a conms,tL;]mptlonb and ?‘r‘t ined
increases sinc@ < 1, and the elasticity of substitution gl)’eens {pﬁgngﬁﬁ]phg}] ;(?()ednsogsregg?oduccefénunedenpaln aine
between capital and labor can be shown to equal 1.

. ' iminishing returns to capital, so long as there are
13 pitchford (1960) was apparently the first to diminis CRILG, S5
demonstrate this point using a constant returns to capital in the investment-goods sector.

14 ; ic i i
constant-elasticity-of-substitution (CES) production imol Ind\zjqnes andbMan.uelll §1%90), tl’&IS IS acfh|evgd by
function, of which the Cobb-Douglas function is a special 3':;5 ?natheltlxgo((::?:gsilggltlggdo At(-(teygzreoeﬁgtcl)%gngngtlgrnoswth
case. Long and Wong (1996) show that as the _ i )

capital-labor ratio increases over time, the growth model —models, so that Q = AK + BiKLP. with capital

based on the CES production function reduces in the limit accumulation, this model approaches the Q = AK model
to the pedagogically popular model based on the function in the limit with long-run constant returns to capital, and

Q = AK (output depends on the level of capital only). thus can exhibit endogenous growth under the appropriate
For further elaboration of this class of models see Jensen conditions. But in the transition to the long run, there are
and Larsen (1987) and Jensen (1994). Jones and diminishing returns to capital, so that the model predicts
Manuelli (1990) and Rebelo (1991) show that in convergence of per capita incomes.
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the process by which profit-seeking firms engage in relevance this result has for economic policymaking.
R&D, causing technological progress. In order to There are at present no empirical tools sufficient to
make this mathematical detail feasible, the theorist measure the deviation of private learning-by-doing
often relies on cruder specifications of the from the socially optimal rate.  Furthermore, most
underlying production process. In practice, this has real-world tax credits and subsidies single out specific
made it difficult to build theoretical models of sectors or activities, and are financed by non-neutral
endogenous growth with both realistic descriptions of taxation, thus  introducing  distortions  and

the process of technological change and convergencenefficiencies into private decisionmaking that offset

in per capita income. or outweigh any social gains from learning-by-doing
Recently, this difficulty has been overcome by SPillovers. o _
emphasizing the fact that innovation in the One seemingly counterintuitive property of this

technologically “leading” economies is relatively model (and of some other endogenous growth models)
expensive, while technological imitation in the is that the rate of economic growth depends on the
“following” economies is relatively cheap (Barro and overall size of the labor force, since a larger labor
Sala-i-Martin (1997)). The relative ease of imitation force increases the productivity of capital.  This
implies that followers grow faster than leaders. Also, implies that large countries should grow more rapidly
economic growth rates can be permanently altered bythan small countries (since more learning takes place
any policy changes which influence the incentive to With more people) and that as population growth
invent or imitate, most notably policies affecting accelerates, the rate of per capita income growth
intellectual property. Policies discouraging the should accelerate also. Barro and Sala-i-Martin
unlicensed imitation of intellectual property, for (1995) provide weak evidence for more rapid
example, make it easier for technological leaders to €conomic growth in more populous countries.
capture the returns from R&D expenditures while Kremer (1993) argues that, in the very long run, the
making it more expensive for technological followers acceleration of population growth from Neolithic
to engage in imitation. times to approximately 1970 has been associated with
productivity growth in the manner predicted by
endogenous growth theory.

Learning-By-Doing _ _
Increasing experience in production enhances theHHuman Capital Accumulation

productivity of workers, and is also a way of In one class of models, production requires human
accumulating  technological ~knowledge (Arrow capital as well as physical capital. (e.g., Uzawa
(1962)). Thus, the efficiency of production may (1965), Lucas (1988)). Workers with more human
increase over time with the accumulation of capital (“skilled workers”) are more productive than
production experience.  In a seminal formulation of workers with less, and the level of human capital can
modern endogenous growth theory (Romer, P. (1986)),be increased through education. Education is a costly
learning-by-doing is assumed to take place in activity, requiring either time withdrawn from market
proportion with capital accumulation. Each firm's |abor or allocations of capital and labor to an
capital accumulation contributes to a social pool of “education industry.” The accumulation of human
knowledge on which all other firms in the same capital becomes easier the more human capital that
economy can draw. These knowledge spillover workers already have, since skilled workers learn
effects between firms overcome the diminishing more readily. Furthermore, increases in human capital
returns to capital.  Any change leading to increasescontribute to a pool of “general knowledge” that is of
in the average product of capital (including efficiency benefit to all workers. These effects tend to
gains from trade liberalization) can thus increase the counteract the diminishing returns to capital, so that in
growth rate of per capita income. the long run the rate of economic growth is

The learning-by-doing model displays several determined by human capital accumulation.

important properties of later and more elaborate The rate at which individuals decide to

endogenous growth models. One property is that theaccumulate human capital is governed by its rate of
optimal rate of economic growth is higher than the return relative to physical capital. If human capital is
rate  obtained under decentralized markets, sinceapplied to more efficient production processes, or if
private firms do not value the gains to society arising the demand for goods produced using human capital
from spillovers of their own learning-by-doing to increases, the rate of return of human capital will
other firms. Theoretically, policy instruments such as increase. Thus, trade liberalization may increase the
an investment tax credit or a production subsidy return to human capital, by increasing the efficiency
financed by non-distortionary taxation could induce of production in general or by making possible the
firms to increase their learning-by-doing to the sale of goods in a wider market. The human capital
socially optimal rate. It is unclear what practical channel is thus one potential way in which trade
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liberalization can increase the rate of economic that alterations in the structure of the economy may
growth. alter the incentives to do research. The models allow

The growth effects of human capital on trade for a rich specification of the process of technological

liberalization may vary depending on whether a change, taking into account the productivity of
particular country specializes in skilled-labor-intensive '€Séarch laboratories, the intensity of consumers

goods or unskilled-labor-intensive goods under free d€sire for new and improved products, the rate of
trade. For countries relatively well-endowed with '€t on R&D relative to physical capital, and the
skilled labor (ie. the United States and other extent of intranational or international technological

developed countries), trade liberalization induces a Spillovers.

shift toward the production of skilled-labor-intensive As it turns out, there are deep structural
goods, providing incentives for more rapid increases similarities between models of economic growth
in human capital, and greater economic growth. For based on variety expansion and those based on quality
countries relatively well-endowed with unskilled labor improvement. In both cases, the public spillovers or
(i.e. some developing countries), trade liberalization “externalities” generated by technological
leads to increased importation of skilled-labor- improvements serve to stave off diminishing returns in
intensive goods and increased domestic production ofphysical capital, providing for long-run sustainability
unskilled-labor-intensive goods, reducing the incentive of economic growth. Some properties of the variety
to accumulate human capital, and thus the rate ofexpansion or quality improvement models are similar
economic growth (Stokey (1991), Young (1991)). to properties of the learning-by-doing and human

The possibility that trade liberalization may cause CaPital models. These include the possibility that
a disincentive for human capital accumulation in the €nhancing the level of efficiency (through trade

poorer countries does not automatically imply that it llPeralization or other — beneficial policy reform)
is detrimental to such countries. since the enhances the long-run growth rate; the prediction that

conventional static efficiency gains to trade larger economies grow faster; and the result that the
liberalization may outweigh the reduced incentive to 'at€ Of technological change in decentralized private
accumulate human capitol. Moreover, developing Markets may fall short of the social optiméfn.

countries may benefit directly from human capital
accumulation in developed countries if there are

international spillovers in knowledge. There is as yet |[nternational Transmission of

no definitive empirical evidence on the relative
importance of these various effects. TeChnOIOgy_ and Intellectual
Property Rights

. .. . International trade may enhance the international
Product Differentiation and Qua“ty transmission of technolog{/ in several ways. First,
Improvement commercial contacts between countries can serve as a
source of information about new products and
production processes. Second, international trade in
technological information itself can take place through
licensing contracts and joint ventures; such trade is
facilitated by strong recognition of foreign intellectual
property rights (IPRs). Third, an important
component of technology is embodied in new capital

. th h b developed i i equipment, which is internationally traded. Fourth,
economic growth have been developed Incorporalingjnternational trade in capital through FDI carries with

both variety expansion (Grossman and Helpman it a component of technology transfer. Barro and
(%]92)1)' cg.3; ar|1_d Barro and SaIa—i(—(I;/Iartin (1995)('1 Sala-i-Mar;tin (1995, ch. g)é) point out that
ch.6), and quality improvement rossman an : o T ;
Helpman (1991), ch.4: and Barro and Sala-i-Martin technological diffusion and imitation provide a
(1995), ch.7). Variety expansion and quality 15 In decentralized private markets, it may be the case
improvement may be of direct benefit to consumers, that additional R&D activity would generate social

or they may enhance the efficiency of production to bgg_etz_ﬁts iln excess of ]E.ft‘e tcofrt] OE.R&D- Sim_ultane%s‘glLyb
the extent that the variety and/or quality of additionaiprivatebenetits to the lirms engaging n
. ; . may fall short of the cost of R&D because of the
intermediate goods matters for productivity. possibility of imitation. Thus, the activity does not take
In these newer models of growth and technology. place, and the rate of technological change is slower than
. S - - " it otherwise would have been. It is in this sense that
directed R&D activity by firms 'ea‘?‘s to teChnO|Og'Ca|_ decentralized private markets can lead, in theory, to rates
p Y
advance. The rate of technological change, and inof technological change falling short of the social

turn economic growth, are “endogenous” in the senseoptimum.

In the simple concept of technological change
underlying the neoclassical growth  model,
technological improvement is modeled as an increase
in unit output per unit of an index of inputs.
Alternate ways of conceptualizing technical change
include expansion in the variety of products and
improvement in the quality of products. Models of
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powerful reason to expect international convergence for innovation. Simultaneously, it expands the
of productivity and per capita income, independently geographic scope of the patent monopoly, with the
of the arguments arising from the neoclassical associated costs of monopoly pricing or
model. underproduction of the good in some markets. Thus,

A number of models of international trade and N Models of the geographical extension of IPRs,

technology transfer are developed in Grossman andSPread of mandatory IPRs from the North to the
Helpman (1991, chs 9-12). In these models South is seen as likely to rgduce Southern welfare
technological innovation takes place in developed (because of the deceleration of the rate of
countries (the “North”) while developing countries imitation’ and may in theory reduce Northern
(the “South”) acquire new technology largely through Welfare as well (if the return from higher rates of
imitation. Both innovation and imitation require R&D Northern innovation is insufficient to  fully
expenditures, though some variants of the model compensate Northern consumers fully for lost
consider technology transfer as a pure byproduct of opportunities to buy cheap imitation imports).
increasing trade flows. Goods are produced under

imperfect competition, giving innovators temporary Trade liberalization in markets experiencing
monopoly rents which last until the products are innovation subject to imperfect competition also faces
imitated. Strong IPRs in the North, and recognition this tradeoff between the gains from innovation and
of Northern IPRs in the South, can increase the the gains from competition. Liberalization expands
monopoly rents to innovators and lengthen the time the geographical range over which new innovations
of the “product cycle” (Vernon (1966)) by which new can be marketed, thus increasing the incentive for
innovations are transferred from North to South. jnnovation — an effect which was well known to
Models of this type are said to exhibit “creative Agam Smith. Simultaneously, however, international
destruction,” as new inventions are induced by the ya4e exposes oligopolists to intensified competition
prospect of market power, which ‘is eroded by 504 geclining profit rates. This, in turn, reduces the
!‘mltanon and , competition, and are called j,c0nive 1o innovate, and may reduce the pool of
Schumpeterian,” after the Austrian economist Joseph financing for innovation if firms’ retained earnings are

Schumpeter (1883-1950). Further examples of : .
Schumpeterian models of trade and growth include 2 preger[]ed shource .o.f funf(?mg f?r R&kD' Dependmg
Segerstrom, Anant, and Dinopoulos  (1990), on whether the positive effect of market expansion on

Segerstrom (1991) and Aghion and Howitt (1992). !nnovation outwei_g.hs the negative countereffect of
increased competition, the net consequences of trade

In general, these models yield ambiguous l|iberalization on technological progress may be

predictions about the welfare effects of trade positive are negative, and so are theoretically

liberalization, strengthening of intellectual property ambiguous.

protection, R&D subsidies, or indeed any other policy

under consideration. At the heart of this ambiguity is  Fyrthermore, trade liberalization causes expansion

the tradeoff between competition in pricing (which of some sectors and contraction of others in

increases social welfare by cheapening old goods, butyccorgance with comparative advantage. A country

reduces the incentive to invent new ones) and gheializing in high-technology goods would expect to
temporary monopoly in new innovations (which see production of those goods expand under

%r\?g]%gs tomt\;weemé?gnobﬁlisltnsglrjltngls:)here:/eev:ﬁsrdise?:ll liberalization, which could enhance the rate of
P ' P innovation through, for example, stronger learning-

dissemination of the innovation). This leads bv-doing  effects A countrv whose underlvin
immediately to the question of optimal patent life y 9 ' Y ying

(Nordhaus (1969)), which should be long enough to comparative advantage was in low-technology goods
provide some incentive to innovators but not so long Would experience contraction of the high-technology
as to indefinitely prolong the distortions of monopoly sector under tra_de liberalization, and possibly a lower
pricing1® An analogous principle applies to the rate of innovation. However, a country whose
geographical extension of IPRs (Chin and GrossmanProduction shifts to less technologically dynamic
(1990), Deardorff (1992)). Extending the geographic goods is not necessarily harmed on balance by trade
scope of patents or trademarks through recognition ofliberalization, as the static efficiency gains from
foreign IPRs by an increased number of foreign improved resource allocation may offset any negative
countries increases the profitability of the patent to effects on innovation.

innovators, which may increase the incentives

17 Direct foreign investment from North to South may

16 A real-world example is the case of also be encouraged by stronger IPRs. In this case, the
pharmaceuticals, for which stronger IPR protection may  growth benefits from induced investment might offset the
speed the pace of innovation but also reduce the supply ofcosts of slower imitation, giving rise to net gains for the
cheap generic drugs. South in strengthening IPRs.
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Do Differences Between Growth particular preference regarding competing theories of

economic growth.

Theories Matter For POIiCy? The following simulation exercise illustrates the

point that a given path of economic growth in the real
world can wusually be “explained” by either a
neoclassical or an endogeonous growth model, and
thus the difficulty of distinguishing between the two
using empirical data. While the particular numerical
values in the example are contrived for illustrative
purposes, the point made by the illustration holds
more generally. Recall that in the neoclassical model,
Both models provide complementary insights as to trade liberalization operates by increasing the
the potential linkages between trade liberalization and efficiency of the economy on a one-shot basis. The
growth, with the neoclassical model emphasizing neoclassical economy grows more rapidly during the
increases in economic efficiency arising from process of convergence to the new level of efficiency,
liberalization while endogenous growth models admit after which the growth rate gradually decelerates to
the possibility that trade liberalization might increase the growth rate of long-run technological change. In
the rate of technical innovation. These insights are of endogenous growth models, trade liberalization can
great usefulness to policymakers, and the variousoperate by permanently increasing the rate of
trade-growth linkages which different models posit economic growth. But this means that a large,
likely operate simultaneously in the real world. one-shot efficiency increase in a “neoclassical world,”
Moreover, on many important issues, there is no deepabsorbed bit by bit during the convergence process,
clash between the two modeling traditions; while looks a lot like a small increase in the permanent rate
some causes of economic growth (e.g., R&D of economic growth in the “endogenous growth”
spending) are explicity modeled in the endogenous world. In the long run, of course, the growth rate
growth framework, these causes are not denied by thencrease is always better, but the difference may not
neoclassical model but simply assumed to be make much practical impact until the distant future.

operating in the background.  Neoclassical and  Taple 2-1 presents a simulation comparing the
endogenous growth models are in broad agreementprogress of per capita income over 80 years in a
that the accumulation of physical and human capital, hypothetical middle-income country under both a

and technological progress, are the principal causes oheoclassical growth and an endogenous growth
economic growth. scenario.

The principal difference between the two In each scenario, per capita income is assumed to
frameworks is that trade liberalization increases the have been increasing at a rate of 2 percent per year
growth rate in the neoclassical model only prior to year 0. In the endogenous growth scenario,
temporarily, during a transitional period, while in the rate of income growth has accelerated by 10
endogenous growth models the growth effect may be percent, to 2.2 percent per year, beginning in year 1.
permanent. This may seem to be a dramaticIn the "neoclassical growth” scenario, the country
difference, but in practice the distinction is probably experiences a one-shot productivity improvement in
not that significant. The period of transitional growth year 1 which will amount to 12 percent of per capita
envisioned by the neoclassical model can last aincome in the long ruk® The economy continues to
generation or more; by the time transitional effects have a long-run growth rate of 2 percent a year, but
from a single liberalization have damped out, some converges to its new level of productivity at 2.5
new shift in economic efficiency (induced possibly by percent per year, a rate of convergence consistent with
another round of liberalization, or through some the empirical literature reviewed in chapter 3.
extraneous cause) will have emerged. This makes it The growth experienced by the economy in the
difficult to distinguish in practice between the effects two scenarios looks practically identical. A
of a large shift in efficiency in the neoclassical model real-world pattern of economic growth resembling
and a small shift in the permanent economic growth closely either the first or second column would
rate in the endogenous growth model. At present,
then, empirical evidence is unlikely to provide a _ !° Technical note—The formula for per capita
definitive resolution to the debate among schools of iNcOMe, ¥, in years 1 and afterward in the endogenous
growth theoryt8 A belief that trade liberalization growth scenario is
contributes importantly, marginally, or not at all to Y = (1.022)*Y4
faster growth does not commit the analyst to any

If the principal interest of policymakers is in
achieving sustained increases in economic growth,
does it matter particularly whether the story told by
the neoclassical growth model or the one told by the
endogenous growth model is more nearly “true”?
Within realistic time frames of policymaking,
probably not.

while in the neoclassical growth scenario, it is

18 See the section, “Does the Evidence Distinguish
Between Theories of Growth?” later in this chapter. Y: = (1.02)*Y;.; +(.025)(1-.025)t*(.12*Y1)
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Table 2-1
Simulation of Neoclassical vs. Endogenous Growth

Scenario I: Scenario Il

Year Neoclassical Growth Endogenous Growth
Per Capita Income Per Capita Income

O $10,000 $10,000

D 11,192 11,149

L0 o 12,506 12,431

L 13,955 13,860

20 15,552 15,453

2D 17,312 17,229

B0 19,252 19,210

3D 21,392 21,418

A0 23,752 23,880

B0 53,854 57,026

Source: USITC staff calculations.

probably not tend to resemble one more than the(1991); Mankiw, D. Romer and Weil (1992); Barro
other on average. While some difference is apparentand Sala-i-Martin(1995)). The strategy used is to
after 80 years, it is highly unlikely that the growth select a sample of countries and test the hypothesis
performance of a real economy would be determined that countries which are poorer at the beginning of the
by one shift to productivity 80 years earlier, with no period grow more rapidly than countries which start
other shifts in the intervening period; thus, the out richer, after accounting statistically for other
controlled experiment illustrated in the situation does important determinants of economic growth. The
not arise. The simulation illustrates a more general hypothesis of conditional convergence is generally
principle: any given real-world acceleration of confirmed in tests which control for the share of
economic  growth, whether caused by trade investment in GDP (positively associated with
liberalization or by some other mechanism, can growth), a measure of human capital such as the
probably be reconciled with either a neoclassical or secondary school enrollment rate (also positively
an endogenous model of economic growth.  Thus, associated with growth), and the population growth
the use made by policymakers of the insights from rate (in theory, negatively associated with growth, but
neoclassical and/or endogenous growth modelsoften not statistically significant).  Many other
should rest principally on the persuasiveness andvariables have been tried as well.  Based on the
realism of the insights derived from each modeling available results, economists infer that per capita
tradition rather than from a belief that real-world ijncome converges to its long run steady state at about
data verify one modeling tradition and falsify the 2 to 3 percent per year. Thus, for two countries with
other. the same long-run prospects, but with one country
initially experiencing a lower per capita income, the
lower-income country should “catch up” halfway to

CrOSS-Country the higher-income country in about 23 to 35 years,

Evidence on GrOWth and and three-quarters of the way in about 45 to 70 years.
Conve rgenCe Among the more notable contributions on this

topic, Fagerberg (1994) surveys a wide range of
econometric studies on the determinants of economic
growth, while Levine and Renelt (1992) examine over

Evidence for Conditional 50 candidate variables as determinants of the growth
rate of GDP, and Sala-i-Martin (1997), in an extension
Convergence of Levine and Renelt’s work, uses over 60 potential

A substantial body of literature has emerged variables.

attempting to provide statistical explanations for the

fact that the economies of some countries grow faster In Levine and Renelt's work, variables are
than those of others. A principal finding of this “robust” determinants of growth if they lead to
literature is the phenomenon ofconditional statistically significant growth effects in a consistent
convergence- i.e., poor countries grow faster than direction (positive or negative) regardless of what
rich ones after accounting for other variables that may other variables are added to the analysis, and “fragile”
influence the long-run level of per capita GDP (Barro if the addition or deletion of additional variables
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brings the growth effect into question statisticafly. Measures of innovation, such as patent
Among the statistically robust determinants of applications in foreign countries or employment of
growth, there is widespread agreement that a higherscientists and engineers in R&D, are positively
share of investment (i.e., gross fixed capital correlated with growth in four of five studies

formation) in GDP implies a higher growth rate of examined by Fagerberg, but are not examined by
GDP, as does a higher rate of educafbn.The Levine and Renelt. Measures of inflation, money
population growth rate is frequently used as a growth, and political instability have been found to be
control variable in the cross-country analysis of negatively correlated with growth in some studies, but
growth, since economic theory predicts that are statistically fragile; Levine and Renelt have some
population growth is negatively correlated with Success in showing that the volatility of domestic
accumulation of capital per worker; however, this credit growth is negatively correlated with per capita
effect is statistically insignificant in 7 of the 16 GDP growth.

studies reviewed by Fagerberg and found to be

statistically fragile by Levine and Renelt.

_Does the Evidence Distinguish
A number of researchers have found that either

the size of government or its behavior influences the Between Theorles Of GI’OWth?
rate of economic growth. Fagerberg cites six studies
for which a higher share of government consumption neoclassical growth theory against any particular

in GDP is associated with lower growth. Levine and 4jtermative version of endogenous growth theory, and
_Re_nel;_ find _that this effect bgcomes statistically the available results have so far been mixed. In part
insignificant in some tests, with a measure of w5 is due to the fact that economies are substantially
government consumption ~minus defense and more complex than the models devised to explain
educational expenditures giving better results. A them: as Solow (1994) remarks, “. . . the experiences
number of studies have used subjective indices of theof very different national economies are not to be
degree to which government promotes a set of explained as if they represented different ‘points’ on
institutions conducive to physical and human capital some well-defined surface.” The cross-section tests
accumulation and providing rewards to innovative of the convergence hypothesis described above are not
effort. These institutions include the rule of law in  well suited to the analysis of the shifting determinants
general (as opposed to bureaucratic whim), security ofof growth in any particular country. Pack (1994)
private property, business contract law, a functional makes a forceful case for examining endogenous
mechanism for domestic payments (i.e., a workable growth theories using time-series data on individual
banking system), intellectual property rights, and a countries.

minimization of government corruption. Barro (1996)
reports a positive impact of a “rule-of-law” on

There have been relatively few attempts to test

Current studies attempting to test neoclassical
. i : growth theory directly against endogenous growth
economic growth; = Asian Devglopment Bank (1997) theory generally seek to test the prediction of
and World Bank (1997) find that growth is —engogenous growth theory that changes inlakiel of
encouraged by an index of “institutional quality”; and - gome’variable that influences economic growth induce
Holmes, Johnson and Kirkpatrick, eds., (1997) permanent, long-run changes in tlage of economic
construct an index of “economic freedom,” which is growth, Jones (1995) points out that the rate of GDP
correlated with per capita income. While constructed growth in the United States from 1880 to 1929 was
using somewhat different methodologies, the various 1 81 percent, from 1929 to 1987 was 1.75 percent,
indices of “rule-of-law,” “institutional quality,” and  and from 1950 to 1987 was 1.91 percent. Such
“economic freedom” appear to be measuring similar calculations, which cover sufficiently long periods that
attributes of government performance and behavior, the Great Depression and World War Il may be
which are robustly associated with economic growth. viewed as short-run anomalies, reveal no significant

. . shifts in the long-run growth rate. If any of the

20 |n Sala-i-Martin (1997), a somewhat broader : : d :
criterion of statistical robustness is used, and a larger list underlying determinants of growth have shifted, th.ls
of variables is found to potentially influence economic would appear to refute endogenous growth theories
growth. unless the movements of those underlying

21 The results of De Long and Summers (1991) and determinants happen to be offsetting. Jones argues
Jones (1994) indicate that this effect is due almost entirely that the rapid increase in scientists and engineers
to investment in machinery and equipment, accounting for engaged in R&D in developed countries in 1950
about one-third of gross investment. Blomstrdé m, Lipsey should have induced a large increase in the postwar
and Zejan (1996) argue that causation runs from GDP . 9 - P
growth to investment (or equipment investment), rather growth rate if endogenous growth theories were true.
than from investment (or equipment investment) to GDP ~ His estimates indicate that increases in the rate of
growth. investment produce growth effects lasting for five to
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eight years only, consistent with the neoclassical be calculated from the rate of diminishing returns to
model. Results for other OECD countries are broadly capital, which is greater when the share of capital in
similar. national income is small. Estimated rates of
convergence of around 2 to 3 percent per year imply
Yi and Kocherlakota (1996) examine the growth in a neoclassical framework that capital should be
rate of per capita GDP in the United States from 1881 paid around 75 percent of the national income. The
to 1991 and in the United Kingdom from 1831 to actual share of capital, about one-third of the national
1991. Their estimates indicate that increases in thejncome in most developed countries, implies a much
level of public capital investment positively influence faster rate of income convergence of about 5.6 percent
the growth rate of per capita GDP, while increases in (Barro and Sala-i-Martin (1995), p. 38).
the level of taxation have a negative influence on
GDP growth. Interpreting these findings as evidence  Thjs seeming paradox has been resolved in several
in favor of the endogenous growth model, they point gygies which estimate an extended version of the
out that since public expenditures require taxation, the haqcjassical model, in which human capital and/or
positive and negative effects on growth tend to be pen capital are included along with labor and
roughly offsetting in the long run, consistent with the physical capital in the list of productive inputs

steady trend in growth rates noted by Jones. (Mankiw, D. Romer, and Weil (1992), Mankiw

Results on the effect of R&D or other measures of (1995), Nonngman _and Van Houdt (1996)). Usmg_ a
technological activity on growth rates are of particular large s_ample including both developed and dev_elopmg
interest for several reasons. If national technological countries, the average s_haIe of national income
effort affects the rate of economic growth positively, attributable to “broad capital” (including physical
such a finding lends weight to those growth models capital, R&D capital, and that part of wages
emphasizing directed technological activity. Also, a corresponding to human capital as opposed to raw
finding that national R&D affects national growth labor) appears to be sufficiently high to account for
would imply that technological spillovers across the relatively slow rates of per capita income
borders are relatively limited, and that each country convergence actually observed.
can capture some of the fruits of national R&D within
national borders. If spillovers were very large, as they =~ Mankiw, D. Romer, and Weil (1992) estimate that
would be if technologies could be imitated costlessly, about one-third of national income should be
all countries would have the same rate of attributed to human capital, while Mankiw (1995)
technological progress, and there would be no argues less formally that about two-thirds of labor
particular national-level incentives for engaging in income, or about half of national income, could
R&D. Findings that national R&D spending is represent a return to human cap#alNonneman and
positively correlated with economic growth thus imply Van Houdt (1996) find that when the stock of R&D
as well that a country which effectively preserves its capital is accounted for, the share of human capital
intellectual property against foreign imitation would drops to about 15 percent. Their estimates imply an
thereby enhance its own growth rate. OECD-wide average social rate of return of about 20
percent on R&D capital, about 7.4 percent on human
capital, and about 4.5 percent on physical capital.
Regardless of the relative shares of the various types
of capital in output, proponents of extended versions
of the neoclassical model maintain that they account
for the principal features of economic growth without

Lichtenberg (1992) is typical of many studies
finding a very high social rate of return to R&D. In
Lichtenberg’'s study, the dollar-for-dollar effects of
R&D on the rate of productivity growth are estimated
to be seven or eight times larger than the productivity
effects of the rate of fixed investment. Fagerberg :
(1987, 1988) finds that growth in patent applications need for recourse to some of the more problematic
in foreign countries is positively correlated with GDP features.of end'og'epogs growth models, such as the
growth, and Romer, P. (1989) finds that large or Suspension of diminishing returns.

growing ‘?”mbers of scientists_ and Qngingers 22 One line of argument in Mankiw (1995) is that the
employed in R&D boost growth in countries with minimum wage in the United States is about one-third of

high investment rates. the average wage, leaving two-thirds for human capital.
Another is that labor economists estimate that an

One difficulty with the basic Solow/Swan additional year of schooling increases real wages by at
neoclassical model is that while it does predict 'east 8 percent, and the average American has 13 years of
convergence among countries’ standard of living, the schooling. Compounding the 8 percent return implies that

. . L wages are 270 percent of the level they would be in the
particular rate of convergence predicted is higher than gcence of schooling. Again, this gives an effect of

the rate obtained by empirical estimates.  According schooling (human capital) amounting to about two-thirds
to the neoclassical model, the rate of convergence carof the average wage.
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|nterpretat|ons Of the “East Recently, Rodrik (1997) has pointed out that

) ) . Young’s estimates may be reconciled with high rates
Asian Miracle of TFP growth for East Asia if substitution between
labor and capital is relatively difficult. ~ While
potentially rehabilitating the role of technological
improvements for East Asian growth (a useful finding
for endogenous growth models focusing on R&D), the
implied lower rates of substitutability between capital
and labor undermine endogenous growth models that
depend on high rates of substitutability.

The recent debate about the sources of rapid
economic growth in East Asia has some interesting
implications for the choice among theories of growth.
In a widely cited study, Young (1995) found that most
of the economic growth in Hong Kong, Singapore,
South Korea, and Taiwan could be attributed to
accumulation of productive inputs, including rising
labor force participation rates, improving education, Ventura (1997) offers an alternative interpretation
and (except for Hong Kong) rising rates of of the “East Asian Miracle.” Beginning from the
investment. After controlling for these factors, the observation that the extremely high growth rates in
remaining contribution of total factor productivity per capita income in East Asia, fueled by high rates of
(TFP) growt#3 is relatively modest, implying rates investment, appear to be inconsistent with the notion
of technological progress no greater than those in theof diminishing returns to capital, Ventura argues that
OECD and Latin America. Krugman (1994), basing such diminishing returns operate at the global level,
his argument on Young's estimates, speculated thatbut can be suspended at the national level for
because of diminishing returns to capital, the East countries engaging aggressively in international trade.
Asian economies could experience rapid decelerationlf capital can be easily substituted for labor, and the
in economic growth in the absence of greater attentioneconomy is open to trade, then capital per worker can
to technological performance, drawing analogies to be increased and diminishing returns to capital can be
the collapse of growth in the Soviet Union even as avoided by exporting the additional product of new
rapid accumulation of capital equipment proceeded. capital overseas. The high rate of substitutability
Krugman’s reading of Young’s results, more so than between labor and capital required to bring this about
the results themselves, was widely criticized by someis consistent with some arguments for endogenous
Asian observers (e.g., Tay (1966)). growth, as presented above. However, to the extent

53 - _ _ that diminishing returns to capital still exist at the
Total factor productivity (TFP) growth is defined as global level, Ventura’s analysis implies that it is

that part of the growth rate in output in excess of growth : ; :
attributed to increases in input, and is a widely used probably infeasible  for most countries  to

measure of the rate of technological change. simultaneously emulate the East Asian example.

2-15






CHAPTER 3
Evidence on the Linkages Among Trade,
Openness, and Growth

This chapter reviews a variety of attempts in the that post-World War Il protectionist policies had
literature to examine empirically the proposition that artificially encouraged industrialization, suppressed
economies that are more open to trade experienceagriculture, and reduced exports by moving
more rapid economic growth. It considers the countries’ production away from cost-based
strengths and weaknesses of various measures ofomparative advantages. While these studies did not
“‘openness” which have been used in the empirical directly calculate impacts on the rate of economic
literature. ~ Much of the chapter is devoted to growth, they did argue that developing-country

reviewing empirical evidence linking trade to other nrotectionism had suppressed savings and induced
factors that have been shown in chapter 2 to influence|grge-scale  unemployment  of  labor  and

economic growth. These factors include investment, \nqerytilization of capacity, all factors which would
which is considered both in general and in the context, expected to have direct consequences for
of separate components of investment (the portion oo mic growth.  The promotion of relatively
financed through domestic savings and the portion high-wage ~manufacturing at the expense of
financed through foreign direct investment (FDI)); agriculture, in which most of the poorest individuals

productivity growth and technological change; and were employed, was also believed to have worsened
human capital accumulation. These factors operate on ployed,

the supply side of the economy, by increasing the income distribution.
output of goods. The final section of the chapter In a subsequent multivolume study for the
reviews literature pertaining to a demand-side National Bureau of Economic Research, Bhagwati
phenomenon — namely, the tendency of global trade (1978) and Krueger (1978) examined trade regimes of
to grow faster than global income in the postwar a number of developing econonfiassing the concept
period — and discusses the potential implications of of an effective exchange rate. The effective exchange
this tendency for the dynamic effects of trade rate was an attempt to summarize in a single measure
liberalization and for appropriate simulation of those the net effect of policies such as import tariffs and
effects by the types of methods discussed in chapter 4.syrcharges, export subsidies and incentives, import
licensing, and exchange rate policies. National policy
regimes were classed as “import substituting,”
i “neutral,” or “export promoting” depending on
Aggregate EVIdence whether the effective exchange rate for hard currency
paid by importers was less than, equal to, or greater
than the corresponding rate paid by exporters.

The Literature on “Export-Led The costs of an import substituting policy, as
n1 measured by effective exchange rates in the
GrOWth Bhagwati/Krueger study, were found to be similar to

The 1970s saw several pioneering attempts at  2—continued
systematic multicountry investigation of trade policy industry’s output and low tariffs are imposed on an
and economic performance in the developing industry’s productive inputs, and relatively low in the
countries.  Studies by Little, Scitovsky, and Scott reverse situation. For extreme cases in which tariff

protection makes inputs sufficiently expensive relative to
(1970) (for the OECD), and by Balassa (1971), output, the effective rate of protection can be negative.

calculated effective rates of protection for several Litle, Scitovsky and Scott examined Argentina, Brazil,
developing countried. These studies concluded Mexico, India, Pakistan, the Philippines, and Taiwan.
Balassa analyzed Chile, Brazil, Mexico, Malaysia,

1 For a more detailed discussion, see Edwards (1993). Pakistan, the Philippines, and Norway.

2 The effective rate of protectio(ERP) for a specific 3 These were Turkey, Ghana, Israel, Egypt, the
industry is defined as the percentage increase in value Philippines, India, Korea, Chile, and Colombia. Additional
added induced by a country’s tariff structure. ERPs are work on Brazil and Pakistan was not published in separate
relatively high when high tariffs are imposed on an country volumes.
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the costs of high and sectorally uneven, effective Openness in the Statistical

rates of protection in the Little-Scitovsky-Scott/ .
Balassa methodology. These studies revealed a greaAnalySIS of CrOSS-Country
degree of institutional detail about developing-
country trade and exchange regimes. They wereGrOWth
unquestionably influential in  formulating  the Another recent approach to empirical testing is to
intellectual case that countries undergoing structural ;44 measures of trade. or trade liberalization. to the
adjustment subsequent to the debt crisis of the earlygiagistical analysis of cross-country growth described
1980s ought to undertake trade and exchangein chapter 2. This effort has led to mixed results, with
I!berallzatlon, and in spurring fu_rther research on thg some studies finding strong positive effects of trade,
linkages between trade regimes and economic o trade liberalization, on growth while others find
performance. little or no effect. An important difficulty is that there
. ) ) are a variety of available empirical measures of a
The statistical relationship between exports and country’s trade stance, which often disagree
growth has been examined numerous times. Early g pstantially on whether a particular country is “open”
research (e.g., Emery (1967), Kravis (1970), Krueger o «cjgsed.” For example, many researchers use
(1978), and Balassa (1978, 1982)) provided gimple ratios, such as the ratios of exports to GDP,
indications that various measures of liberalization imports to GDP, or exports plus imports to GDP. But
were associated with export expansion, and thatj; js well known that such trade ratios tend to be large
export expansion was associated with economic¢qr gmall countries and small for large countries
growth. More recent work on the export-led growth yegardless of trade policy, and thus do not provide

hypothesis  (e.g., Jung and Marshall (1985); yarticularly reliable indicators of the stance of poficy.
Bahmani-Oskooee, Hamid, and Ghiath (1991); P y poricy

Esfahani (1991); and Serletis (1992)) employs modern  Pritchett (1996) examines six presumably more
statistical techniques, focusing on Granger-Sims sophisticated measures of openness: average tariffs,
causality testing. These studies find that for many, the percentage of imports covered by non-tariff
but not all, developing countries, increases in exports barriers (NTBsP an index of structure-adjusted trade
are associated with increases in economic growth afterintensity/ Edward Leamer's measures of openness
a few quarters, or one or two years. Often, the sameand trade distortioR,and Dollar’s measure of price
studies find causation in the reverse direction, from distortion? For the 15 possible pairwise comparisons
economic growth to exports.

5 For example, in 1994 total trade in goods and
. . . nonfactor services amounted to 21 percent of GDP for the
One interpretation of the above-discussed ynited States, 16 percent for Japan, and 44 percent for
statistical methods for identifying “export-led growth” Germany and France. By contrast, the same figure
in single-country time-series data is that they amoun_ted to 101 percent for Mo_zambique, 106 percent for
primarily pick up the short-term benefits of exports in Bulgaria, 118 percent for Mongolia, and 128 percent for

: : . _Azerbaijan (derived from World Bank (1996)). The trade
easing foreign exchange shortages and enabllngratio employed in many empirical studies thus classifies

purchase of imported inputs into production, such asthe first set of economies as “closed” and the second set
spare parts and petroleum (Esfahani (1991)). as “open”.

Longer-term, and possibly more important, benefits of ~ © Both tariffs and NTB coverage ratios were derived
trade liberalization for growth are not well captured from UNCTAD (1988).

. . e 7 This is the ratio of exports plus imports to GDP,
by these techniques. For example, trade I|beral|zat|onComromng for population, land area, per capita GDP, the

is widely recognized to be a key component in the c|F/FOB ratio, and whether countries are oil exporters or

recent economic success of Chile, yet causality testsindustrial market economies.

do not find evidence of “export-led growth” (Amin 8 | eamer (1988) constructs an econometric model of

Gutiérrez de Pifieres and Ferrantino (1997)). trade based on the Heckscher-Ohlin factor abundance
theory. The Leamer openness measure represents the

deviation of total trade volume from its theoretically

predicted value, while the trade-distortion index represents

the deviation of the sectoral pattern of trade from its

theoretically predicted pattern.

4In Granger-Sims causality testing, variable X is said 9 Dollar (1992) analyzes price data from the

to “cause” variable Y if, in a regression of current values International Comparisons Project (Summers and Heston

of Y on past values of X, there is a statistically significant (1988)), which compare price levels in different countries

relationship. The regression may include other variables asin a common currency, adjusting for purchasing-power

well. Bivariate Granger-Sims causality is said to occur parity. After controlling for per capita GDP (since

when X “Granger-Sims causes” Y and Y “Granger-Sims  absolute prices tend to be higher in rich countries than in
causes” X simultaneously. A statistical finding of poor countries) and other variables, Dollar interprets a
Granger-Sims causality does not necessarily imply that X relatively low national price level as evidence of outward
“causes” Y in a material or mechanical sense. See orientation and a relatively high price level as evidence of
Granger (1989), chapter 5, for more details. inward orientation.
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among these variables, Pritchett finds only two casesSwagel (1997) also report that average tariffs are
in which there is a statistically significant correlation positively associated with the NTB coverage ratio,
at the 5 percent level among openness measures imcross countries and industries, after accounting for
the expected direction. In five cases, the correlation other factors which may influence the political

is actually perverse, with countries scored as opendemand for protectiot?

by one measure being, on average, scored as closed .

by another. These results suggest both that openness Table 3-1 gives an example of the types of
is difficult to quantify, and that statistical conflicting results that can be obtained by

investigations of the effect of openness on either 10 Another advantage of average tariffs is that they
S?(porlt growth Okr)l GDF;] grovr\]/th hare unlikely to be are relatively easy to measure compared with NTBs.
Irectly comparable with each other. While analysts differ over whether to average tariffs on a
There is some evidence that the average tariff trade-weighted basis (in order to reflect more important

may be a more useful indicator of a country’s overall ﬁ?rﬂngoqfif“es) rona S"t“p'fﬁaverage. basis (l?ecqu?‘? if
: : igh tariffs reduce imports, they receive small weights
trade policy stance than is often supposed. under trade weighting), in practice trade-weighted and

Interestingly, Pritchett finds that average tariffs are gimple averages are often similar, and are derived from
significantly  negatively correlated with Leamer’s the same raw data. The NTB coverage ratio as reported
openness index, and significantly positively correlated by UNCTAD has several conceptual problems. For
with the NTB coverage ratio. This suggests that example, it does not include restrictions applied within
high-tariff countries are likely to have high NTBs as national borders which may affect trade, and it does not

I d that | tariff tries indeed i t reflect the relative severity of distortions (i.e. NTBs with a
well, and that low-tariit countries indeed Import more pigh or |ow “tariff equivalent” are treated identically in

than do high-income countries once appropriate the coverage ratio). See Laird and Yeats (1990) and Lee
country characteristics are controlled for. Lee and and Swagel (1997) for more details.

Table 3-1
Measures of Openness, ranked for 27 Countries
(A ranking of 1 indicates ‘most open’ by the measure indicated.)

Share of Import duties Leamer’s Dollar’s

trade in as percent of trade intensity exchange rate

GDP imports ratio distortion
Country (1994) (1994) (1988) (1976-85)
Thailand ......... ... ... .. . L 1 15 4 4
Philippines ..., 2 21 @ 211
KENYA vt 3 16 @) 26
Canada ...........iiiiiiii 4 5 15 8
KOT@A ..\ttt 5 11 Q) 21
MOFOCCO . v oot e e e e 6 ® 10 24
Egypt ... 7 20 9 27
United Kingdom ........................ 8 3 5 218
Indonesia ...........c.oiiiiiiiiiiii.. 9 92 8 215
ltaly . 10 ©) 1 211
SOoUth AfFICA oo 1 8 ) 3
GEIMANY ..ottt 12 12 2 19
Spain ... 13 4 6 9
FIANCe ...t 14 12 11 215
TUIKEY oottt 15 92 3 218
Australia .......... .. 16 12 18 25
Ethiopia .. ...ovooe i 17 19 12 215
Pakistan ........... ... ... 18 22 9 5
Colombia ........... ... i i 19 14 19 6
MEXICO « .ottt e 20 13 Q) 2
Bangladesh ..................cocoue... 21 G) 14 1
INdia . ..o 22 23 0 13
Peru ... ... . 23 18 21 7
United States ..., 24 6 13 10
Japan .. ... 25 7 7 23
Argentina . ... 26 17 20 22
Brazil ...t 27 @® 17 14

1 Not available.

2 Tied with another country for this measure, for which the same rank is shown.
Sources: Trade as percent of GDP and Import Duties as percent of Imports from World Development Indicators 1997
(CD-ROM); Edward E. Leamer, “Measures of Openness,” in Robert Baldwin, ed., (1988) Trade Policy Issues and
Empirical Analysis (University of Chicago Press); David Dollar, “Outward-oriented Developing Economies Really Do
Grow More Rapidly; Evidence from 95 LDCs, 1976-85,” Economic Development and Cultural Change, 1992; ITC staff
tabulation.
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comparing various widely used and cited measuresBrazil is “open” since in 1991, and India since 1994.

of openness to international trade. While some of The Sachs-Warner data thus cannot be used to infer
these measures were compiled for different years, itthe effects of substantial, but less dramatic,

is likely that a comparison using identical years |iperalization moves that are the more typical subject

would display similar discrepancies, owing to the of trade negotiations.

differences in the underlying concepts of openness

employed. ~ There remains a core methodological  parison (1996) reviews over 20 previous studies
d|ff|c_u_lty| in a?reelntg feltrzﬁr _ort\ _t‘_"‘n approprtlatef attempting to relate trade shares, measures of price
empiricalcounterpart for thé intulive Concept ot - yigiortion, and other measures of trade liberalization
openness to trade” invoked by policymakers and to GDP growth or micro-level productivity. Harrison
nal r on an effective empirical methodol ) ' .
analysts, or on an effective empirical methodology concludes that although methods and research designs

for implementing any given quantitative measure, as ~; . "
defineg in theg abs{ragct uging actual data. For differ, the bulk of the evidence leans toward a positive

example, the Philippines has a high share of trade ineffect of I|beral|_zat|on on growth and productivity,
national income and appears open according to thatand that causality tests of export-led growth are not
criterion; it also has comparatively high tariffs and particularly revealing. In her own statistical analyses,
has had (according to one measure) a fairly distortedHarrison finds that the black market foreign exchange
exchange rate making tradable goods unusually premium (International Currency Analysis, various
expensive in the local market. Kenya has a high years), an index based on country sources on tariffs
trade share in national income and relatively little and NTBs (Thomas, Halevi, and Stanton (1991)), and
measured exchange rate distortion, but high tariffs. an index of movements toward international prices
The United States is one of the lowest-tariff (Bhalla and Lau (1991)) are good predictors of GDP
economies in the world (and by that measure one ofg.o\wih, while other indicators (including Dollar’s
the most open), but appears to be one of the mosiyey of exchange rate distortion) do not perform as
gg?reec(j:tivr\:getr;l;r?:ja%:Ssr?ar?c’eh%r; E;a%ZES'Segggggg{ﬁgwell. Using a different set of openness measures,
procedure makes the United States appear to be onl arnson notes that some measures are unco_rrelated
average rather than closed. It is apparent that aImoleIth others,_ although the problem is not quite as
any country can be scored as unusually “open,” severe as with the set of openness measures examined
“closed,” or “average” depending on the measure bY Pritchett.

chosen.

Sachs and Warner (1995) obtain quite a strong

'ﬁ)'zzlitrlvgpsrif)z(gh OIL ;)Opecrcl)r:]esirsu c?na %%or;]%r;'(i/a?igi%vl\/éh' empirical work that attempts to link trade and growth.

classifying a large number of economies year by year Countries adopti_ng liberal trad_e policies are likely to
as “open” or “closed” using such indicators as tarifis 2dopt other policy reforms simultaneously, such as
and quotas on intermediate and capital goods, thefree-market domestic policies and stable fiscal and
black market foreign exchange premium, the existencemonetary  policies. This  mixture of policy
of export marketing boards, and the classification of liberalizations is likely to influence trade and growth
some countries as “socialist.” In a variant of the at the same time, thus confounding statistical attempts
standard regression used to study cross-countryto demonstrate that countries which trade more also
growth, Sachs and Warner estimate that annual pergrow faster. Frankel and Romer get around this
capita GDP growth in open economies exceeded thatproblem by exploiting the gravity model of trade,
in closed economies by 2.2 percent to 2.5 percent.which relates bilateral trade flows statistically to the
Sala-i-Martin (1997) finds that the number of years in gj;e of countries’ economies and the distance between
which an economy has been open according to Sach§pem  They argue that the part of trade explained by
and Warner is strongly associated with economic yisiance is unlikely to be correlated with countries’
growth. policy decisions, since physical distances between
While the Sachs and Warner result is useful, their countries are immutable with respect to policy. Using
measure of openness essentially captures a country'spe distance-correlated portion of trade as a proxy for
first major step away from an extremely i4a) radel? they find strong evidence that countries
inward-oriented regime. For example, South Korea is which trade more enjoy higher per capita incomes.

considered to be have been “open” since 1968, Frankel and Romer do not directly examine GDP

In an innovative contribution, Frankel and D.
Romer (1996) point out another problem plaguing

11 A dummy variablés an on-off indicator which growth.
takes the value 1 when some condition (in this case,
openness) is true and 0 when it is false. 12 |n statistical parlance, an instrumental variable.
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Trade and FaCtOr liberalization. Wacziarg's trade policy index

. incorporates information on tariff revenues as a
Accumu|a’[|on percentage of imports, NTB coverage ratios, and
Sachs and Warner’s openness indicator. This index is
There are increasing indications that the primary imbedded in a framework in which economic growth
effect of trade liberalization on growth operates depends directly on the share of manufactured
through factor accumulation. More liberal economies exports, on human capital, the investment ratio, the
enjoy higher rates of capital investment, which in turn ratio of foreign direct investment to GDP, the
lead to economic growth. If the effects of government share of GDP, and other variables. Trade
liberalization on growth operate through this indirect policy, in turn, operates directly and indirectly on the
channel, it would explain much of the difficulty that various determinants of growth. Wacziarg attributes
many studies have in finding a direct impact of trade slightly over half of the growth-inducing effects of
on growth when controlling for the investment share trade liberalization to increases in the rate of gross
of GDP, human capital, and population or labor force domestic investment, about 15 percent to boosting
growth.  Attempts to add measures of trade or trademanufactured exports, and the rest to improved
liberalization to the standard growth/convergence macroeconomic policy discipline, smaller government,
empirical setup thus implicitly assume that the way in boosting foreign direct investment, and lowering the
which liberalization affects growth is through the rate black-market premium on foreign excharge.

of technological change.  The possibility that — ajyvn young (1995) notes that over the period
liberalization  does influence ~ technology and 4 1966.1998* both labor force participation rates
productivity will be taken up later in this chapter. In 504 vears of schooling rose rapidly in Hong Kong,
this section, some evidence linking trade to factor Singapore, South Korea, and Taiwan. As noted
accumulation is reviewed. above, Young attributes much of the rapid economic
Levine and Renelt (1992), as reported above, find growth in these countries to these increases in raw
all of their candidate measures of trade and opennesdabor input (partially due to increasing female
to be statistically fragile in terms of explaining the participation rates) and human capital. It is an open
rate of GDP growth. However, three of their question whether the outward orientation of these
measures (the share of exports in GDP, Leamer’'seconomies played a role in boosting the rewards to
openness index, and Leamer’s distortion index) turn either labor force participation or schooling.
out to be statistically robust in explaining investment,
which in turn is positively correlated with economic

growth. According to one of their estimates, an Dynamic Effects of Trade
increase in exports amounting to 1 percent of GDP

leads to an increase of 0.14 percent in the investment_iberalization on Aggregate

share of GDP. Savings
Harrison (1996) finds that the simple share of ) ] )
trade in GDP is positively and significantly related to The review of literature discussed above and

the share of investment in GDP in a variety of tests. earlier in chapter 2 indicates that trade liberalization
Other measures of openness considered by Harrisofn@y not influence economic growth directly, but
are either weakly correlated or uncorrelated with the indirectly through determinants of growth, one of
investment share. Sachs and Warner (1995) find thatWhich is investment.  Investment has been shown to
their “open” economies have shares of investment in b€ the engine of economic growth, both in theory by
GDP which are 5.4 percent higher after controlling for Barro and Sala-i-Martin (1992), and in empirical work
per capita income (richer countries have higher by Mason (1988), Levine and Renelt (1992), and
investment shares), but find no such relationship Wacziarg (1996). Investment, by definition, must
between openness and increases in either the primargnvolve saving, that is, use of current production (and
school enrollment rate or the secondary schoollmports) for —something other than current
enrollment rate, suggesting weak links between consumption (and exports). ~ Among the 57
openness and human capital. Frankel and Romerdeveloping countries analyzed in chapter 6, gross
(1996), by contrast, find that trade shares and theirdomestic savings averaged 67.4 percent of domestic
preferred  statistical proxy for trade shares are investment between 1970 and 1995. The

positively correlated with the investment rate, and 13 Unlike the other studies reviewed here, which treat

marginally positively correlated with both higher e plack-market premium as a measure of openness,
secondary school enrollment rates and lower wacziarg considers it to be a proxy for the general level
population growth rates. of government-induced distortions in the economy, and

. . thus to have a direct effect on the rate of economic
Wacziarg (1996) represents an ambitious attempt growth.

to account for direct and indirect effects of trade 14 For Hong Kong, 1960-1991.

3-5



corresponding figure for the 17 developed countries countries are considered together is 0.72; it is 0.75
analyzed in chapter 6 was 99.7 percent. and 0.69, respectively, for developed and developing
countries. Also, as shown in figure 3 (b), developed
The linkage between savings rates and investmentcountries appear to be exporters of capital as the
rates may appear to be relatively straighforward. For share of domestic savings in GDP is greater than the
example, it may be readily assumed that savings thatshare of investment in GDP. In contrast, the
originate in a given country are also invested in that developing countries are importers of capital as their
country. However, this may not necessarily be so, share of domestic savings in GDP is lower than the
because this linkage will depend on how share of investment in GDP.
internationally mobile capital is. If capital is perfectly
mobile between countries, there is no necessary yq;
relation between domestic savings and domestic

investment since savings in each country would be yomestic savings in the context of other determinants
expected to respond to worldwide opportunities for ,¢ qomestic savings. This section reviews the

investment. ~ Thus, if the relationship between aqretical and empirical literature that discusses the
domestic savings and investment is severed, increasegaterminants of savings behavior in an economy as
in the former will not be translated into a higher el a5 whether openness influences this determinant
domestic capital stock and therefore will not result in ¢ investment. Chapter 6 of this report provides an

Since the rate of domestic savings is a key
erminant of the rate of domestic investment, one
needs to examine how trade liberalization influences

accelerated  domestic growth. ~  If, however, econometric investigation of the relationship of trade
mternat_lonal m_oblllty o_f capital is I|m|t<_ed, then hlgher_ liberalization and aggregate savings given the effect of
domestic savings will generate higher domestic {he other determinants of savings. It should be
investment and growth. noted that there is limited theoretical and empirical

) . . literature focusing on the relationship of trade
~ The extent to which domestic savings and |iperalization and savings behavior. There is a
investment are related is an empirical question. gypstantial amount of research, however, on the
Feldstein and Horioka (1980) tested for a relationship geterminants of savings, a particular focus being on

between domestic savings and domestic investment ine examination of savings behavior in the developing
OECD countries and found a positive and significant countries compared with developed countries.

relationship between these variables—a higher rate of
savings led to higher rate of investment. More recent
studies by Frankel (1985), Mason (1988), Feldstein
and Bacchetta (1991), Montiel (1994), and Gordon Theory
and Bovenberg (1996) have also presented results
indicating that domestic savings are correlated with
investment.  The most plausible explanation for

observed capital immobility, according to Gordon and

Bovenberg, is asymmetric information across

countries. That is, foreign investors may be at a
disadvantage compared with domestic investors owing
to their poorer knowledge of domestic markets. Thus,
foreign investors are vulnerable to being overcharged
when they acquire shares in a firm or purchase inputs
and services, leading in general to less efficient
investment of resources.

Modern theories of consumption and its relation to
income, and concomitantly the relation between
savings and income, are based on models of
intertemporal optimization by households. (See
Gersovitz (1988). The permanent income hypothesis
originally expounded by Friedman (1957) and

subsequent life-cycle hypotheses (LCH) as stated by
Modigliani (1965) are the foundations of this line of

theory. The empirical literature on the determinants
of savings has tended to be based on the LCH
approach.

Life-cycle theories of savings predict that the age
The relatively close association between domestic composition of a country’s population should
savings and investment for all the countries is evidentinfluence a country’s observed savings behavior.
in figure 3-1. This relationship holds when the According to the LCH, the higher the proportion of a
developed and developing countries are examinedcountry’s population that is not in the active labor
together as well as when the data are examinedforce, the lower its savings rate should be, and vice
separately for these countri®s. The simple  versa. Individuals will dissave when they are young
correlation between savings and investment when alland have very low income, save during their
productive years, and once again dissave when they
15 There are 74 countries in the sample that includes retire. However, if individuals have positive bequest

Ejheevglg‘é%’paendd af_fSV‘é‘;‘bgzp‘?ﬁge'?ﬁiengec‘gonuonntﬂsetﬁ; la7nalysis motives, they will tend to save some wealth for their
that examines the relationship between trade liberalization N€irs- ~ Therefore, according to this hypothesis,

and savings rate in part Il utilizes data for these aggregate sa\_/ings are influenced by the demographics
developed and developing countries. of the population.
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Figure 3-1
Investment vs. savings
Figure 3-1a: All countries
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The groundwork for analyzing the dependence of
aggregate savings on population growth was laid in
the late 1960s by Tobin (1967), and Leff (1969). Leff
(1969) tested this hypothesis by examining the role of
demographic factors in determining the aggregate
savings rate using international cross-section data.
Leff’s major conclusion was “that dependency ratios
are a statistically distinct and quantitatively important
influence on aggregate savings ratios, both for the 74
countries considered as a whole and within the
subsets of developed and underdeveloped
countries.18 Typically, life-cycle theory underlies the
framework for analyzing savings behavior for both the
developing and developed economies.

Empirical Evidence

Research on estimating savings behavior tends to
analyze national savings primarily for developing
countriest’ Studies done by Gyimah-Brempong and
Traynor (1996), Higgins and Williamson (1996),
Doshi (1994), Kang (1994), Collins (1991), Fry
(1986), Gupta (1987), Lee (1971), Gioviannini (1983,
1985), Laumans (1982), Ram (1982), and Fry and
Mason (1982) use cross-section, time series data to
analyze national saving rates. These studies vary in
the way they apply the life-cycle theory as the
explanatory variables that are included in the model
specification differ as do the time period and country

Fry and Mason (1982), Mason (1988), Collins CCVerage of the data.

(1991), and Kang (1994) propose and test hypotheses ;.o
related to the life-cycle theory emphasizing level and households

timing  effects—which are ~ not  mutually rivate savings rates to examine savings behavior.
exclusive—associated W.Ith savings behavpr. For However, comparable data are not available on
example, the level of savings is found to decline when poysehold savings across countries; data on national
the dependency ratio increases since more childrensayings rates are more readily available for a larger
may induce a rise in current consumption, as well asnumber of countries and for a greater number of
reduced bequests. However, the latter result inyears. In addition, private savings are expected to
bequests may not occur, since an increase in theform a large and typically a predominant part of total
number of family members may induce intertemporal savingst® Some studies—for example, by Ogaki,
substitution, i.e., current consumption increases areOstry, and Reinhart (1996), Edwards (1995),
offset by reduced consumption in the future. Also, Schmidt-Hebbel, Webb, and Corsetti (1991) and
the dampening impact of high fertility (level effects) Snyder (1971)—were able to obtain comparable
will vary with the rate of growth of income. This household data to analyze savings behavior for the
effect of the real growth on savings (timing effects) is countries in their respective samples. Lahiri (1988)
a function of the mean age at which households earnused time series data for 8 Asian countries over 20
an income compared with the mean age at which theyYyears, and Rossi (1988) used cross-section time series

life-cycle theories apply directly to
, it would be more appropriate to use

consume. Therefore, in two economies with identical data for 49 countries over 10 years to implicitly

positive growth rates, it is expected that savings will

be lower where the mean age of consumption is lower
(i.e., households where there are more children than
working adults) than the mean age of earnings. These

analyses done by Fry and Mason (1982), Collins
(1991), and Kang (1994) are referred to as
variable-rate growth models. The econometric
investigation conducted in chapter 6 in this study is
based on these types of models.

Not all studies reviewed below focus on these
level and timing effects. Other studies have
augmented the life-cycle framework by examining the
impact of economic factors (macroeconomic policies,

analyze the impact on savings behavior. These studies
examine the impact of life-cycle variables and other
factors such as inflation on private consumption rather
than private or national savings.

17 For general surveys, see Mikesell, Raymond F., and
James E. Zinser, 1973, “Nature of the Savings Function in
Developing Countries: A Survey of the Theoretical and
Empirical Literature,”Journal of Economic Literaturél
(1): 1-26; Gersovitz, Mark, 1988, “Saving and
Development,” in Hollis Chenery and Srinivasan, eds.,
Handbook of Development Economigs). 1 New York:
North-Holland; Deaton Angus, 1989, “Saving in
Developing Countries: Theory and Reviewfoceedings
of the World Bank Annual Conference on Development
Economics,1989. Washington, D.C.: World Bank.

181t may be preferable to model savings behavior by

personql income, inflation rate, inter_est rate,.liquidity its components—private, government, and business—as
constraints, exchange rates, and fiscal policy), anddifferent models may be needed to explain the savings

political variables (coup attempts and rate of political
assassinations) on the savings rate in an econom

The empirical results regarding the impact of these

variables together with

reviewed below.

life-cycle variables are

16 | eff (1969), pp. 893-94.

behavior of different entities. However, it is not clear
whether one should isolate private savings to examine the
impact of demographic variables in a life-cycle model

since corporate and government savings are substitutes for
household savings. Mason (1988) suggests that these
savings should be considered jointly in assessing life-cycle
theories as applied in the examination of savings behavior
of an economy.



The main savings (or consumption) determinants Per Capita Income and Growth of
considered by the literature are life-cycle variables Per Capita Income

including the age dependency ratio, per capita GDP,
and rate of growth of GDP; the real rate of interest  A|| the research reviewed in this study includes
Capturing the characteristics of the financial sector; per Capita income as an exp|anatory variable in the
the rate of i_nflation reflects macrpeconomic stability; specification investigating savings behavior.  Per
foreign savings reflect capital inflows or current capita income is expected to be positively related to
account deficit; and variables capturing the the savings rate as rich people tend to save more
qha_ractenspcs of the poI|t|caI_ system. The empirical pecause they are in the position to plan for future
findings with respect to the impact of each of these consumption while poor people have less of a cushion
variables on savings behavior are presented below.  gnd tend to consume a much larger portion of their
current income. That is, it is expected that more
advanced countries will tend to save a higher

The Dependency Ratio percentage of GDP than will developing countries.

The life-cycle models of savings imply that age The studies do get a positive relationship between
distribution of the population influences the rate of savings rate and per capita income. The rate of
savings in an economy. That is, households that havegrowth of per capita income is also included as an
more children are expected to save less, and retiredexplanatory variable besides per capita income in
people are expected to work less and, therefore,some studies to test for timing effects. This variable
partially live off their savings. These two factors, in is hypothesized to be positively related to savings.
turn, are expected to reduce the rate of savings in anThe studies which include this variable (Fry and
economy. The dependency ratio most commonly usedMason (1988), Collins (1991), Bosworth (1993),
in the literature includes people under the age of 15 orCarroll and Weil (1993), and Kang (1994)) do get this
over 65 as a share of the population. Savings ratesesult. This finding reflects a “virtuous circle”, where
are expected to depend negatively on the dependencyea| growth in income leads to higher savings which
ratio because if there are a large number of inactivein turn lead to higher growth. Also, referring to the
people compared with those in their productive years, |eye| and timing effects emphasized by Fry and
aggregate savings are expected to be relatively low.  \1350n (1982) and Mason (1988), higher growth will

Leff (1969) found a strong negative effect of the raise the lifetime income of younger households that
dependency ratio on savings. The robustness of thesare expected to save (level effects) for their retirement
results was challenged by subsequent studies done byersus the older households, which tend to dissave.
Ram (1982) and Gupta (1987) as they did not find a . . .
significant negative relationship between saving rates &2l growth can also work interactively with other
and the dependency ratio. Doshi's (1994) findings Varables that may affect the savings rate such as
were consistent with Leff's results for the total sample INterest rate and the dependency ratio, —thereby
and high-income countries but did not show

affecting the timing of savings. Significant results
significant negative effects of the dependency ratio on &€ _obtained by Fry and Mason (1988), Collins
the savings ratio for low-income countries. Also,

(1991), and Kang (1994) when these interaction terms

Schmidt-Hebbel, Webb, and Corsetti (1992) got &€ included in their analysis. For example, the high

varying results depending on the specification and Nc0me growth variable —interacting with the
estimation techniques they uséd.Other research in  dépendency ratio variable in the study done by Kang

this area, however, does get significant negative (1994) for Korea suggests that *in an economy

results between these variables (Fry (1982), Lahiri growing at a real r%te %fog'l%' a reduction in t?e
(1988), Collins (1991), Edwards (1995), Higgins and dependency ratio by percentage points, for
Williamson (1994), and Kang ( 1994)). The mixed example from .90 to .50 would raise saving ratios by

b o 1O .
results found in this area of research tend to be24% 0f GNP.%" Collins (1991) found that for middle

sensitive to the sample selection and estimation income countries the dependency ratio variable is not

techniques used, as well as to how savings behaviorSigniﬁcam if the interaction between this variable and
' the growth of income is excluded. Her study found

is specified. that for those countries where the growth rate
19 Ordinary least squares (OLS) and fixed effects exceeded 6.8 percent, the net effect of the rise in the

among other techniques were used. The OLS results dependency rate will lead to reduced savings.

related to the dependency ratio were significant and

negative while results with respect to this variable 19_Continued

obtained from other techniques were insignificant. sample (country, industry, household, etc.) there are

Fixed-effects models attempt to control for the existence  characteristics that are unobserved by the investigator, but

of time and/or individual specific characteristics are important in explaining the dependent variable.

determining the independent variable which are Ignoring the potential presence of these group effects may

unobservable to the investigator and are either fixed or lead to biased estimates.

constant. In other words, for each identified group in the 20 Kang (1994), pp. 106
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Real Rate of Interest and Rate of period, developing countries have not faced
Inflation unrestricted access to foreign funds because many

countries have maintained controls over foreign
Most of the studies reviewed find the effect of the borrowing. Hence, foreign savings have been
interest rate on savings to be insignificant. However, exogenous with respect to household (investor)
in his estimates of a savings function for seven Asian savings behavior and can be considered as a substitute
developing countries, Fry (1978, 1980) shows that the for household savings.  Therefore, the impact of
real rate of interest has a significant positive effect on foreign savings on domestic savings measures the
saving. The sample included Burma (1962-72), India degree of substitutability between foreign savings (or
(1962-72), Korea (1962-72), Malaysia (1963-72), current account deficit) and national private savings.

Phillippines  (1962-72), Singapore (1965-72), and A number of studies include foreign savings as a
Taiwan (1962-72). Giovannini (1983, 1985) revisited geterminant of savings rates for an economy.  Fry
Fry's study and found that two observations (Korea in (1978, 1980), Giovannini (1985), and Edwards (1995)

1967 and 1968) were responsible for the results.found a significant and negative impact of foreign
These two observations reflected financial reforms gayings on domestic savings. The estimated

that took place in Korea in 1965. When the data set.gefficients indicated less than a one-to-one

was expanded to include more years for all these 8ygationship between foreign and private savings,
Asian countries, Giovannini found the real interest suggesting that these two types of savings are not
elasticity of savings to be insiginifcant in all his tests. perfect substitutes.  Gupta (1987) found a positive
_ Edwards (1995) finds the real rate of interest rgationship for his sample of Latin American

insignificant in influencing saving rates for a 36- coyntries, but not for Asian countries. These mixed

country data set. This finding is mainly due to the egits seem to depend on the sample and the model
income effect offsetting the substitution effect. That gpecification.

is, the lack of response suggests that the substitution

effect (the rise in the real interest rate creates

incentives to save more and it makes presentpglitical Factors

consumption more expensive in relation to future N ]

consumption, so savings increase) and the income The political factor, which attempts to capture the

effect (higher interest rates make it possible to earndegree of structural political instability in a country, is
more with the same capital, so that consumption another variable included by some studies to examine

increases) tend to cancel one another out. savings behavior. It is expected that savings behavior
onlv a f di . dh include inflati will be adversely affected by political instability,
nly a few studies reviewed here Include Inflation picp increases the uncertainty of the environment in

(defined as the rate of change in the CPI) in the ycp savings and investment take place and hence
analysis of savings behavior. These studies (Gupta

(1987), Lahiri (1988), and Edwards (1995)) get mixed egurjc\)/v(\a/{ﬁely affects rates of investment and economic
results depending on the region studied. In Gupta’s ' _ .
study, both expected and unexpected inflaton ~ Some of the proxies used to reflect political
variables have positive and significant results for the instability for a country are frequency of government

Asian sample while neither inflation variable was transfers, frequency of politically — motivated
Signiﬁcant for the Latin American Countries_ In h|s assaSSInatlonS, and attaCkS. All three Vanables were

all-Asian sample, Lahiri got mixed results for his used by Edwards (1995) in his assessment of savings

eight separate country regressions. Edwards’ analysisoehavior for a 36-country data set. He found no
of savings behavior for the 36 countries showed that Significant effect of political instability on savings

inflation did not have significant effect. behavior ~ in  his sample of  countries.
Gyimah-Brempong and Traynor (1996) computed a

measure of political instability which reflected a
; ; weighted index of politically unstable events in a year.

Forelgn Savmgs These events included successful and attempted coups

If access to foreign funds at international interest d’etat, guerrila warfare, secession movements,
rates is unlimited, foreign savings can readily fill the political assassinations, revolutions, riots and
gap between domestic investment and domesticconstitutional changes. They used cross-sectional
savings, and foreign savings do not determine thetime series data and simultaneous equation model to
domestic savings rate of an economy. However, if investigate the effects of political instability on the
access to foreign borrowing is limited, then domestic savings rate in Sub-Sahara Africa. Their results
savers (and investors) are constrained in theirindicate that political instability had a significant
intertemporal choices by the size of available foreign negative effect on the savings rate, decreasing savings
funds, and foreign savings become a determinant ofboth directly and indirectly through a reduction in the
domestic savings. During most of the post-WWII growth of rate of real GDP.
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Exports and Savings Behavior direction of the impact is reversed: an increased
o _ ) export orientation would reduce the private savings
There is minimal research analyzing the impact of rate.

trade liberalization on savings behavior in the context

of examining the influence of openness on the savings, tg—he mct)s'é_llkely re?ﬁons for_fgetil_ng ”;"Eﬁd results
rate in an economy. However, several studies have?Y N€se studies are the speciication of the savings

; : : ; : function, the sample of countries used, and the period
investigated the relationship between savings and '~ e ; . '
exportg. P 9 of time being investigated. The focus of the research

reviewed above was to assess whether variations in
According to Maizels (1968), variation in exports exports resulted in variations in savings behavior for
might result in associated variations in domestic a given set of countries and not to test for the
savings because (a) the propensity to save is higher innfluence of openness or trade liberalization on the
the export sector than elsewhere, (b) governmentsavings rates of these countries. Openness, as
savings rely heavily on taxes on foreign trade, and (c) discussed earlier, encompasses a broader definition of
a sustained growth in exports could result in a rise in trade where imports are also included in the trade
the marginal savings propensities in other sectors.ratio or where other liberalization actions beyond that
Maizels tested the hypothesis using annual data for 11lrelated to trade liberalization are also included; as in
countries (Australia, South Africa, Ireland, Iceland, the Sachs-Warner openness index.
Rhodesia, Burma, India, Malawi, Zambia, Jamaica,
and Trinidad and Tobago) during the 1950-60.
Maizels’ hypothesis tested whether export income has
a higher explanatory power than nonexport income
(GDP minus exports) in the determination of gross
domestic savings. Maizels’ results confirmed his
hypothesis as he got significant results regarding the
positive relationship between savings rate and exports.

Lee (1970) employed Maizels’ approach but used i
a much larger sample of countries ( 28 countries; 20 Dynamlc Effects of Trade

developing and 8 developed), and his data covered al_jberalization on FOI’eign Direct
longer period of time (15 years). Lee’s results are
consistent with Maizels where exports seem to be Investment
more.S|gn|f|cant than non-export GDP. Lee’s re_sglts The principal question to be addressed in this
also indicate that savings response was not limitedgy gy js whether trade liberalization influences the
only to developing “primary-exporting” countries but ate"of economic growth. Trade liberalization may
also to “nonprimary exporting” countries. not directly affect growth but it may affect investment
Laumas (1982) revisited Maizels' and Lee’'s Which in turn affects growth. As discussed in chapter
research, using estimation techniques that tested for2 and in the savings section above, investment is an
the stability of the savings function. Laumas got important determinant of growth.
results that confirmed Maizels’ f|nd|ng that marginal Foreign direct investment’ (FD|), defined as the
propensity to save out of exports is greater thanjnyestment that a firm headquartered in one country
However, Laumas did not replicate Lee’s results for component of the total investment in a country. Some
nonprimary exporting countries.  Lahiri (1988), using researchers, e.g. Borensztein, de-Gregorio, and Lee
a different specification for the savings behavior than (1995) and Blomstrom, Lipsey, and Zejan (1992), find
that employed by both Maizels and Lee, did not get a that FDI is more important to a country’s growth than
consistently significant relationship between savings gomestic investment because investment by foreign

and. .exports__for_all the countries in his sample. firms, (multinationals$!  includes improved
Lahiri's specification tested for the effect on the technology.

savings behavior of variables that included the S
dependency ratio, rate of growth of per capita income, __1here are any number of ways for judging the

inflation, change in terms of trade, and exports as almportance of  FDI with respect to the world
percent of GDP. His sample included 8 Asian €conomy. Rugman (1988) estimates that one-half of

countries—India, Indonesia, Korea, Malaysia, the all trade and one-fifth of world GDP are attributable

Phillippines, Singapore, Sri Lanka, and Thailand. to multingtionals.__ The gales of U.S. affiliatgs
Lahiri's results indicate that exports did not have a abroad—firms affiliated with U.S.-based multi-

significant impact in five countries, although he got 21 Multinationals are firms which have investments in

some support for his hypothesis in the cases of multiple countries. Firms that engage in FDI are by
Indonesia and Thailand. In the case of Malaysia, the definition multinationals.

Chapter 6 provides an econometric investigation
of the effect of trade liberalization on savings
behavior for a sample 74 countries including
developed and developing countries. The savings
function is specified to include life-cycle variables,
income variables, and an openness index.
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nationals—are over twice the size of U.S. exports. over 8 percent a year during 1980-95. With the
Exports from U.S. based firms to affiliates of U.S. exception of Africa, most regions of the world saw a
firms abroad accounted for 30 percent of exports in sizable increase in investment by U.S. multinationals;
1992 (U.S. Department of Commerce, (1994)). Japan and Asia showed the largest increase. In
] terms of share of total, U.S. investments showed a

Table 3-2 shows the inflows and outflows of FDI pattern similar to that of FDI in table 3-2. The
from 1990 to 1995 grouped by developed and share of total U.S. investments in Latin America,
developing countries. While FDI is still mainly a Africa, the Middle East and Other Asia, increased
developed-world phenomenon, developing countries from 26 percent in 1980 to 28 percent in 1995.

are playing an increasing role both as recipients andmost of the countries in those regions could be
as suppliers of FDI. The bottom two rows of the ¢onsidered developing.

table show the developing countries inflows and

outflows of FDI as a share of the total inflows from The existence of a dynamic effect of liberalization
1990-1995 increased from approximately 17 to 33 through FDI is dependent on there being links
percent of the total; outflows from developing between trade liberalization, FDI, and growth. To
countries doubled as well in this same period. examine these links two distinct issues must be

) discussed. The first concerns the role of FDI in
Table 3-3 shows U.S. investments abroad valued determining a country’s growth. If FDI does not

at historical cos#2 While the use of historical cost affect a country’s growth rate, there can be no
will undervalue older assets, this comparison shows dynamic effect, on|y a static effect. The second issue
the countries which have received and are receivingconcerns the linkage between policy liberalization and
U.S. FDI. In 1995, the stock of U.S. FDI abroad was FDI flows. Since trade liberalization is usually
approaching three-quarters of a billion dollars. The accompanied by a decrease in restrictions on FDI as
average annual growth rate in the last column of the well, it is useful to consider these two issues jointly.
table shows that overall U.S. FDI abroad increased byFor policy liberalization to have a dynamic effect,
27 Histori . . . with respect to FDI, both of these linkages must exist.
istorical cost is the price paid for assets.

Therefore, if the current value of an asset is above the For there to be a dynamic e.ffect., policy liberalization
purchase price, the historical cost of an asset will be less Must lead to more FDI, which in turn must lead to

than the current value. growth.
Table 3-2
Inflows and outflows of FDI 1990-95
Country 1990 1991 1992 1993 1994 1995 1990-1995
028245621 — Billions of current dollars Percentage Change
Inflows 169.8 114.0 114.0 129.3 132.8 203.2 20
Outflows 222.5 201.9 181.4 192.4 190.9 270.5 22
Developing:
Inflows 33.7 41.3 50.4 73.1 87.0 99.7 196
Outflows 17.8 8.9 21.0 33.0 38.6 47.0 164

Developing:(as
percent of total):

Inflows 16.6 26.6 30.7 36.1 39.6 32.9

Outflows 7.4 4.2 10.4 14.6 16.8 14.8

Source: UNCTAD, 1997.
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Table 3-3
U.S. investments abroad at historical cost

Country 1980 1985 1990 1995 1980-1995
Millions Avg. annual growth
Percent
All Countries 215,375 230,250 424,086 708,145 8.26
Canada 45,119 46,909 67,033 81,387 4.01
Europe 96,287 105,171 211,194 363,527 9.26
Japan 6,225 9,235 20,997 39,198 13.05
Australia 7,654 8,772 14,846 24,713 8.13
Latin America and W. Hem. 38,761 28,261 81,592 122,765 7.99
Africa 6,128 5,891 4,861 6,516 0.41
Middle East 2,163 4,606 3,806 7,982 9.09
Other Asia 8,505 15,400 22,890 62,057 14.17

Source: U.S. Department of Commerce, 1994.

The following sections are a review of the of the countries’ import policies. The study finds that
previous research on these two linkages. There seem&DI affects growth for the whole sample of countries,
to be a broad consensus that liberalization leads tobut the impact of FDI on growth is strongest for those
more FDI and FDI leads to growth. Therefore, the countries with export-promoting policies. The
evidence thus far indicates a dynamic effect of explanation provided is that these countries are able to
liberalization through FDI. better use FDI and the technology it brings.

Blomstrom, Lipsey, and Zejan (1992) find that

: .- : FDI is an important contributor to growth for higher
Review of Emplrlcal Literature on income developing countries, but not for the lowest
FDI and Growth income countries. This finding is a similar to that of
There are two main strands to the empirical Balasubramanyam et al. to the extent that the impact

literature on FDI and growth. One strand examines °f FD! on growth is determined by the internal
cross-country regressions relating GDP growth to situation of the country.

various attributes, including FDI. Another strand Borensenztein, de-Gregorio, and Lee (1995) use a
examines how FDI may lead to growth. The latter sample of 69 developing countries in a cross-section
literature presents a number of postulated transmissionanalysis to examine the contribution of FDI to growth
paths whereby FDI may lead to more growth. Most in these countries. Their results show that FDI is
of the attention in this research is on identifying important in technology transfer. In addition, they
transmission paths. For example, a study may showfind that FDI contributes more to growth than does
that FDI leads to improved technology in a sector domestic investment and FDI spurs domestic
with the link to increased growth assumed. It is investment as firms in the host country try to catch up
useful to examine some of the articles that look at or supply the multinationals. Like the two studies
how FDI affects growth explicitly and then examine above, they find that the ability of the host country to
how FDI might cause growth. fully exploit the benefits of FDI depends on the host

Balasubramanyam, Salisu, and Sapsford (1996)Country’s policies and attributes.
examine the role of FDI in the growth process in The transmission paths postulated on how FDI
developing countries characterized by different policy leads to growth can be divided into two main groups:
regimes. They use cross-country regressions on athe direct effect of technology transfer, and spillover
sample of developing countries divided into two effects. The link between the transfer of technology
groups. One group of countries is judged to be and growth is that multinationals possess technology
“export promoting” and the other “import embodied in the plant, equipment or management and
substituting,” the two groups are divided on the basis improved technology leads to growth. The degree to
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which this technology affects the host country is not industry, more human capital in a country because of
clear. A spillover effect of FDI is any indirect the training of employees, or it may have other effects
effect. For example, increased efficiency due to the on customers and suppliers, such as suppliers’
increase in competition is a spillover effect. increasing the quality of their product to meet
standards set by the multinational. The empirical
research on this subject examines the existence and
Technology transfer size of these effects. Many of the studies do not
examine how productivity gains affect growth, but

transfer has received a great deal of attention for twoSlmply measure productivity increases as the market

: ; N share of the multinationals increases.

important reasons. First, multinationals perform the ) o

bulk of the research and development in the world. ~ Gorecki (1976) found that multinationals were
Second, some type of superior knowledge, such asable to enter new product markets in a country where

skilled management or a unique product, has typically domestic firms could not because of entry barriers.
made the multinational successful (B|0mstrdm, Multinationals have attributes that a domestic entrant

(1991)). might not have, such as a larger stock of R&D and
greater access to capital. Blomstrom (1986) examines
productivity in Mexico and finds that the largest
spillover effect is the procompetitive effect of
additional firms in an industry by the entry of foreign
multinationals. A number of other studies also find
the entry of multinationals is negatively related in
concentration in an industry (Rosenbluth (1970) and

The subject of multinationals and technology

Davidson and McFetridge (1985) examine the
mode of technology transfer by multinationals on the
basis of a number of country and industry specific
variables. They have panel data of transactions by
U.S. multinationals with their affiliates and other
firms. They found that technology is less likely to be
transferred (1) if the technology is newer, (2) the more Dunning (1974)). Thus there appears to be a positive
research and development intensive the industry is, (3)spillover effect from increased competition
if it is technology that has previously been transferred , . '
least, and (4) if the multinational had affiliates in the The evidence on the positive effects of FDI on
country. McFetridge (1987) examines technology human capital is less clear. Studies of developing

transfer using data for Canadian companies and findscountries indicate that a sizable number of the
similar results. managers of locally owned firms were trained by

i i foreign multinationals (Katz (1987), Yoshihara (1988),
Mansfield and Romeo (1984) find that technology ang Gershenberg (1986)). There is also evidence that
transferred to affiliates was newer than that transferred ., tinationals directly transfer management expertise
to other firms. They examine affiliates in both 4 their suppliers (Behrman and Wallender (1976), and

developed and developing countries regarding | ihsey (1994)). Dunning (1958) found evidence that
licensing of technology and joint ventures. Affiliates foreign firms engaged in the training of local

in developed countries obtained new technology from suppliers.  Brash (1966) found similar results by

the parent company when it was an average of 5.8gyamining the relationship between General Motors
years old; affiliates in developing countries obtained 5 jts suppliers in Australia. Case studies or surveys
new technology an average of 4 years later, or ongn ypstream spillovers of FDI, such as Lim and Pang

average 9.8 years after the parent had the sami9g2) surveyed multinationals in Singapore and
technology. Non-affiliated firms received the oldest ¢, nq 4 willingness to help local suppliers establish
technology. On average, non-affiliated firms received yemselves.

technology when it was 13.1 years old.

Not only do affiliates receive technology of a . . .

more recent vintage, but they receive the new Review of Emplrlcal Literature on

technology and support for it on a flow basis. the Determinants of FDI

Behrman and Wallender (1976) discuss qualitative The second linkage necessary for there to be a

differences in the transfer of technology between dynamic effect of Iibgralization th}r/ou h FDI is that

affiliated firms. Affiliates have continuous access to Iigeralization must lead to more FDIgThere are an

the parent firm that developed the new method of mber of determinants of EDI otHe than ol'cy

production, the products, management techniques,"" nants ther than policy
measures, the main concern of this review is those

and so forth. determinants related to government policy. The effect
of government policies and policy changes on FDI
. flows is determined by the motivation of firms. The
Spillover effects two main motivations for firms to invest abroad are to
Spillover effects, or indirect effects of FDI on serve a market and to source products or services
growth, can take many forms. Investment by from that country, either for sale in another country or
multinationals can mean more competition in an as inputs to production in another country. An
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example of investing to serve a market is U.S. firms’ Blonigen (1997) finds substitution and
investing in Europe to serve the European Commoncomplementarity between FDI and exports by
Market as it was being formed (Scaperlanda and examining Japanese auto parts exports to the United
Balough (1983)). An example of the sourcing States. Japanese investment in auto plants in the
motivation is U.S. firms’ investing in Asia, Latin United States is complementary to Japanese auto parts
America, and so forth to perform some portion of the exports. Japanese investment in auto parts firms in
manufacturing process (Frobel, Heinricks, and Krege the United States is a substitute for Japanese auto
(1980)). Of course these two motivations are not parts exports.

mutually exclusive, but trade policy will have very A study which looks at the substitution between
different effects depending on the motives of the exports and foreign affiliate sales in a jointly
investing firms. determined framework with explicit incorporation of

tariff and nontariff barriers is Brainard (1993). By

. . means of a cross-section of industries she looks at the

The relationship between openness to trade sajes of U.S. affiliates abroad and exports. There is a
and FDI strong negative relationship between tariffs and

the tariff level in a country and industry, the higher relationship between tarlffs and' affiliate §ales§. For
will be the FDI in that country and industry; i.e., there €xample, a 1-percent increase in the tariff brings an
will be tariff-jumping investment. This result implies increase of approximately one-third to one-half
that trade, exports, and affiliate sales generated byPercent in affiliate sales. She also looks at the
EDI are substitutes. Horst (1972) examined a influence of nontariff barrler_s to t_rade on affl_ll_ate
cross-section of industries in Canada: the resultsSales. In her results nontariff barriers are positively
tariffs. The higher the tariff the more likely a U.S.

firm was to supply the Canadian market from The relationship between FDI openness
Canadian affiliates rather than exports. Orr (1975) and FDI

found that these results were not robust to slight

ﬁ;:ﬂ?nsréﬂ gzes (\jNaé?e lsg[é d thWehr?g ;%32 ri?ggggg;?dSome governments place restrictions on FDI such as
y grouping 9 ptechnology transfer requirements, local-content

Nicholas (1988) and Hollander (1964) slso show o "edurements, or sectoral prohibiions. Governments
negative relationship between tariffs and FDI. There aso give Incentives Tor Toreign INvestments such as
are a number of other studies that found no !owetr opAeratln? 'Eaxggl or |-ta”ﬁ| bre_:akls don tlrr]nplorteclj
relationship between tariffs and exports (Buckley and INputs. coflfmc;yj fpo_lcy aiso Includes the egah
Dunning (1976) and Ferrantino (1993)). protection afforded to foreign investors against suct
threats as expropriation. With an increased interest in
Research of a more recent vintage has typically bilateral and multilateral investment negotiations, the
found complementarity between FDI and exports or effect of FDI liberalization on FDI flows is important.
complementarity and substitution on different levels. The investment agreement in the Uruguay Round on
For example, both Lipsey and Weiss (1981) and trade-related investment measures (e.g., minimum
Clausing (1996) find that FDI and exports are export and local content requirements) and domestic
complements using aggregate FDI and export flows. regulations that may impede FDI (e.g., licensing
This complementarity may show up in this type of requirements) is a current move toward liberalizing
examination owing to country specific heterogeneity. the investment environment. This negotiating process
In other words, what makes a country a good place tojs only beginning, and other more wide ranging
export to also makes it a good place to invest. For investment agreements are under discussion.
example a country th_at has a prde_Jctive labor force The complexities of FDI regimes and their
will attract FDI, but this country will likely have well 5ring effects make empirical estimation challenging.
paid workers which will attract exports as well. In order to measure the effect of FDI policy, a
Two studies that look at more dissagregated FDI measure of the restrictiveness or openness of a
data are Head and Ries (1997) and Blonigen (1997).country’s FDI policy must be constructed. Most of
Using firm level time series data on 935 the empirical work has relied on a tally of the
manufacturing firms Head and Ries (1997) investigate number of restrictions on or incentives for FDI that
the apparent complementarity between FDI and exist in a country. Therefore, a lot of the evidence on
exports. In total they find complementarity, but the effect of FDI policy on FDI is still anecdotal or
evidence suggests this may be due to intermediatecovered in case studies. The case study research also
goods’ being imported by the affiliates and the has an emphasis on the effect of inducements more
increase in aggregate demand caused by investmentthan restrictions.

Government policy on FDI can take many forms.
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Reuber (1973) shows that a variety of risk. His measure of risk contains government policy
inducements are offered to investors including tariff variables, many of which affect FDI.
protection; import quota protection; tariff reductions
on imported equipment, and imported components, .
and taeiff reductions on imported raw materials; tax Other determinants of FDI
holidays; accelerated depreciation of plant and In terms of country-specific variables, there are a
equipment for tax purposes; and government built few categories of variables typically used. One
infrastructure. In the case studies the author does notategory attempts to measure the attractiveness of the
find a significant effect of these inducements on market for sales. In other words, variables such as
increasing FDI. The survey of companies suggest thatGDP (for the size of the market), GDP per capita (for
firms believe governments that give inducements to the wealth of the market), and growth in GDP (for the
attract investment will raise firm costs in other ways growth in the market) should all be positively related
to recover lost revenue. This paper also summarizesto FDI. The other category of variables measures the
previous empirical studies on the impact of FDI attractiveness of the market for production. Variables
restrictions and incentives, which show mixed results. such as labor costs, productivity, and skill level of the
Guisinger and Associates (1985) wrote case studies ofwork force have all been used as determinants of FDI.
74 major investments in 30 countries. They found Other variables which judge the overall attractiveness
that over 50 percent of these investments benefitedof the market including inflation and exchange rate
from some type of inducement. Also the number of variation or uncertainty have been used to measure
inducements was actually greater for investments tomacro-economic policies or risk. Each of these
serve the local market than it was for exports. variables has been used in empirical research on FDI

) depending data availability and the specific research
Murtha (1991) concludes that companies pay a gyestion being examined.

great deal of attention to the consistency of
government policy of countries in which they invest
or from which they purchase supplies. The more
disruptive or inconsistent a government'’s policies are,
the less likely a firm is to be involved with the

country or its suppliers.

In terms of industry-specific issues, the variables
used either relate the industry in the home country of
the multinational to the industry in the prospective
host country, or are specific to the industry itself. An
example of the former is the wage rate in the host
country compared with the wage rate in the home

Export processing zones (EPZs) are an importantcountl’y. An example of an industry—specific variable
policy measure used primarily by developing iS a measure of economies of scale or the necessity
countries to attract investment. These zones are #or some specific natural resource, such as oil for the
way of providing relief from the normal taxes, tariffs, petroleum industry. Other industry-specific variables
and so forth, without repealing them for the entire include the level of corporate profits in the industry,
country. Frobel, Heinricks, and Krege (1980) look at concentration in the industry, the research and
EPZs throughout the world and found that development intensity of the industry, or the degree of
three-quarters of the activity was in textiles, wearing labor intensity. Each of these variables could be
apparel, and electronic goods. Woodward and Rolfe important in determining the size and location of FDI
(1993) show that the amount of land set aside for flows depending on the specific question and industry
EPZs is a significant determinant of the amount of to be examined.

FDI in Caribbean countries. Ranis and Shive (1985)

found a significant positive effect of EPZs i . .
attracting FDI to Tawan " Conclusions on the Dynamic Effects

g of FDI
There has been some empirical work on

cumulative FDI openness measures looking at the ~ 'here seems to be a relatively broad consensus
effects on FDI. Brainard (1993) finds a large that FDI will in most cases lead to growth. What is

negative elasticity of FDI barriers and affiliate sales. NOt as clear is exactly how FDI translates into growth.

FDI barriers are measured by using a survey measurel Neré remains a great deal of empirical work to be
from the World Competitiveness Report For a done on the effects of FDI on the host country, but the

1-percent increase in FDI barriers there is a work to this point clearly suggests that there are
3.2-percent decrease in affiliate sales, while exports Penefits to the host country from FDI.  More work on
increase by 1.6 percent. Ferrantino (1993) finds thatthe transmission mechanisms of how FDI contributes
restrictive policies on FDI lessen the amount of O growth is important as well.

investment in a country as well. His measure of FDI The research on effects of tariffs and nontariff
openness is derived from the Commerce Departmentbarriers on FDI or the relationship of trade and FDI
U.S. FDI surveys. Weisman (1997) finds that FDI in has gone through an evolution. As the theories about
the former Soviet Bloc reacts to investor perceived firms’ motivations have been changing and as data
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and data analysis techniques have improved, theposited. Increased exports might enhance productivity
conclusions drawn about these relationships haveby exposing the exporting firm to new technological

changed. The ability to conclusively answer this information from the customer (see Aw and Hwang

research question on the relationship of trade and FDI(1995), for Taiwan.)

is constrained by a lack of data, in some cases the

appropriate data, and the actual relationship very  Evidence on these topics using aggregate national
likely ~contains elements of substitution and or industry-level data is reviewed first, followed by

complementarity. Markusen (1995) summarizes some ayidence using micro-level data on individual firms.
of the recent research on the relationship between

trade barriers and FDI by stating that trade barriers
cause a substitution toward FDI, but they also
depress both trade and investment. Thus high barriers
to trade will tend to cause a substitution away from

exports towards FDI (affiiate sales), but _
simultaneously depress both trade and investment. ég%reer?(?ée and Industry Level

Although the research on the effects of FDI policy
on FDI is more conclusive, the number of articles on
the subject is limited. The research finds that an open ~ 1here have been several recent attempts to
FDI policy leads to more FDI. Measures of FDI Measure the degree of international technological

openness are limited and have been mostly Surveyspillovers, and the extent to which they are correlated
measures. with trade. The question of spillovers is important for

Chapter 7 investigates the relationship between several reasons. First, trade-induced technological
FDI and the openness of policies on trade and FDI. SPillovers may represent a channel through which
The relationship between policy openness and FDI is 9réater trade can enhance growth and productivity
the subject of the empirical exploration in chapter 7 directly.  Second, the degree of spillovers has
because FDI and trade policy openness affect theconsequences for the _Impact of international
amount of FDI a country receives and may also affect agreements for the recognition of intellectual property.
the growth effects of FDI. Third, the question of whether spillovers are large or

There are linkages between policy liberalization SMall is relevant for distinguishing among various
and FDI, and between FDI and growth. Tariff models of economic growth. At one extreme, the
liberalization increases FDI in the aggregate and FDI Solow-Swan neoclassical model implicitly treats
openness increases FDI.  Existing research alsotéchnology as an international public good, while
suggests that FDI has a positive growth effect. FDI €ndogenous growth models that model R&D
liberalization leads to more FDI, which has a positive incentives often assume that countries are able to
effect on growth. appropriate part or all of national technological

progress within national boundaries.

Trade, TeChnO|Ogy, and Coe, Helpman, and Hoffmeister (1995) attempt to
R measure the benefits of developed-country R&D for
PrOdUCtIVIty developing countries which do little or no R&D.

This section discusses potential links between They find substantial technology spillovers; for
international trade and technological change, example, an addition to the R&D capital stétlof
particularly as such change is manifested in $100 in either the United States or Japan increases
productivity growth. First, there is international trade GDP in the developing world as a whole by about
in technologies themselves, as well as goods. The$25. Most significantly, the benefits to developing
extent and effect of international technology trade can countries of developed-country R&D are strongly
be influenced by policies with respect to intellectual correlated with the developing countries’ openness to
property, foreign investment, and merchandise trade.international trade as measured by the import share of
Second, numerous investigators have proposed thaigpp, According to the study’s estimates, developing
either exporting, or importing, may be a cause of ¢qniries which are relatively open to imports enjoy
greater productivity growth. It has been argued that ¢ iher productivity gains by shifting trade to
greater import competition enhances productivity pep jnrensive developed countries (i.e., to the United

grquth by forcing less eff'|C|ent firms to operate more States and Japan, rather than to Europe or Canada.)
efficiently and by rewarding more efficient domestic

firms with an increase in market share. Since high 23 This is measured as the sum of current and past
tariffs and NTBs reduce import competition, a similar R&D expenditures, with an allowance for depreciating
negative effect of trade barriers on productivity can be value of older expenditures.
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But Keller (1997), revisiting the estimates of Coe et exports). Maskus and Penubarti (1995), analyzing
al., demonstrates that artificial, randomly generated bilateral trade by sector for a larger group of
trade patterns can give rise to positive estimates ofcountries, and using a different measure of the
international R&D spillovers even larger than those strength of IPRs, found that increasing patent
estimated on the actual data, casting doubt on theprotection was associated with increases in bilateral
claim that patterns of international trade are manufacturing imports into developing economies.

important in driving R&D spillovers. In a series of papers using a new and carefully
Eaton and Kortum (1994) use data on constructed set of measurements of intellectual
international patenting, productivity, and research to property protection across countries and time, Ginarte
measure technology flows among the five leading and Park (1995, 1996a, 1996b) establish that
research economies (France, Germany, Japan, thdiigher-income countries, as well as countries with a
United States, and the United Kingdom). They find strong base of R&D and human capital, and those
that each of the five countries derives a substantialwith liberal political and economic institutions, are
share of its productivity gains from research in other more likely to adopt strong IPRs; that strong IPRs
countries, ranging from 35 to 78 percent of total stimulate growth indirectly by  promoting
productivity gains. By contrast, inventors earn accumulation of physical capital and R&D capital;
between 80 and (for the United States) 98 percent ofand that strong IPRs encourage international
the value of their inventions from domestic sources. cross-licensing of patents when first introduced, but
In an extension covering 19 OECD countries, Eaton may discourage such cross-licensing at the highest
and Kortum (1995) estimate that about 18 percent of levels of protection owing to increases in the market
U.S. productivity growth comes from non-U.S.-based power effect of patent protection.
R&D; about 73 percent of Japanese productivity — The degree to which the technology transferred to
growth comes from non-Japanese R&D and from 89 5 fim's foreign subsidiary diffuses any further
to nearly 100 percent of other OECD countries’ through the host country’s economy is a matter of
productivity growth derives from R&D performed  some dispute. Westphal, Rhee, and Pursell (1984) and
outside the countries’ borders. Young (1992) argue that in South Korea, Hong Kong,
Chua (1993) finds evidence that international and Singapore, local employees of foreign enterprises
growth spillovers may pertain to physical and human acquired sufficient technological and managerial
capital also, but that these spillovers are regionally knowledge to subsequently set up shop independently.
localized. From 14 to 18 percent of a country’s By contrast, Helleiner (1989) and Caves (1996, chs. 7
growth rate depends on the levels of physical andand 9) review the literature on technological spillover
human capital of neighboring countries. Within a from foreign subsidiaries of developed-country
particular geographic region (such as Latin America multinational firms located in developing countries,
or Africa), the tendency for poorer countries to “catch and find the evidence to be mixed. The overall lesson
up” to richer countries is stronger than for the world may be that the extent of technology spillover induced
as a whole; in fact, the estimated rate of convergenceby FDI depends on the level of local human capital,
within regions is about 0.5 to 0.8 percent per annum which was relatively high in East Asia in comparison
higher than the convergence rate between regionswith other developing regions.
Chua’s results explain, for example, why countries in
North Africa (close to Europe), East Africa (close to . .
Asia) and southern Africa (close to South Africa) Micro-Level Evidence
show consistently stronger growth performance than

countries in west-central Africa (which do not have g hical work testing specifically for a relationship
any immediate high-income neighbors). between trade regimes and productivity, focusing on

There has also been research done into thesector-level and firm-level data. The hypothesis being
linkages between trade and intellectual property tested in these studies is whether increased exposure
protection. Ferrantino (1993) showed that intrafirm to international trade causes a response in firms that
technology payments of U.S. multinational firms will ultimately be measurable in terms of improved
increased when the foreign subsidiary was located in aefficiency. Firms losing the shelter of protection
country with strong recognition of foreign IPRs. U.S. from imports may need to improve efficiency, adopt
exports to foreign subsidiaries of U.S. multinational new technologies, or be forced to exit or lose market
firms (i.e., intrafirm exports) were higher for countries share. In this way, more efficient firms will come to
with weak IPRs, perhaps reflecting a desire to shield hold a larger market share and measured sector-level
steps of vertically integrated production processes productivity will rise. This response may take a
from observation. By contrast, there was little variety of forms; thus researchers have examined the
evidence of an impact of foreign IPR policy on arm’s relation between trade regimes and various
length U.S. exports (i.e., exports other than intrafirm mechanisms for improving productivity.

This section describes salient examples of
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Evidence for the United States competition can cause a decline in output in the short
run which will lead to a decline in productivity as
Caves and Barton (1990) use U.S. firm-level data they have measured it. However, the efforts by firms
to estimate the gap between a firm's degree of to improve efficiency, or the gains in market share by
technological efficiency and the best-practice level of the more efficient firms, will take effect only over a
efficiency in the relevant industry. They then check period of time.
for the statistical relation between this measure of
relative  efficiency and several factors that might ; L
explain it, including openness to trade. The f© take effect, they repeat their estimation across

fundamental factors explaining variation in efficiency SE€ctors for only two representative years, 1958 and
include diversity in the capital/labor ratio across 1984. They_flnd that bothllmport competition a_nd

plants, R&D expenditures, plant size, age of capital €XPOrt activity are positively associated  with

stock, and measures of industry concentration. WhenProductivity increases over the long term, though only
import penetration is added as an explanatory factor, itthe import share is significant at the 5 percent level.
is shown to have a positive but not highly statistically They note that this positive relationship disappears
significant influence on efficiency. But when the When they adjust for capacity utilization (and improve

impact on efficiency of import penetration is the price measure on material inputs), although many
measured jointly with a term measuring the degree of would argue that changes in capacity utilization

excess concentration over minimum efficient scale, should count as part of productivity growth and

the coefficient is positive and highly significant. should not be factored out separately.

Caves and Barton conclude, “Increasing import

competition by one standard deviation (an increase of

10 percentage points in imports/new supply) raises an_ . .

industry’s efficiency by 0.05 standard deviation. In Evidence for developed countries

short, import competition has become a strong factor  Njishimizu and Page (1991) also find a short-term
enforcing technical efficiency on U.S. manufacturing negative correlation between import penetration and

i(;]dustzies V‘ftg highn_con(ientratiog Irﬁ}/els” tga\tl are nr?ctj total factor productivity (TFP) growth for the United
Bgerztonolggoo uch) scale economies.”(Caves a States, Japan, Sweden, and Finland in a study
) ' P- covering twelve industries in these and thirteen
developing countries between the late 1950s and the
early 1980s. Their results indicate, however, that TFP
growth ultimately recovers after an increase in import
that exporting activity is so unevenly distributed competition, especially among“ more market-oriented
across firms and plants within an industry that the fg;ﬂ?sm'egémg:§¥at%oncgﬁgf’ dTa;]Igemnictogeg}ﬁg thce;e
gains of those that export cause the remainder of the . 9y gain
industry to appear inefficient by comparison accompany superior productivity performance in more
' open and market-oriented policy environments. This,

in turn, suggests a case for the medium- to long-term

import competition similar to those of Caves and benefits of such policy environments.” (Nishimizu

Barton. Using data on labor productivity in 94 U.S. and Page, 1991, p. 260)
industries, he finds that in highly concentrated A study by the Economic Planning Advisory
industries, a five percentage point increase in import Commission of Australia (1996) provides further
share over a 3-year period is associated with a 3.7evidence using sectoral data on 14 OECD countries.
percentage point increase in annual labor productivity For each country, aggregate TFP growth is averaged
growth over the next 3-year period. over four five-year periods from 1970 to 1989. Then
the relationship is tested between TFP and annual
Harrison and Revenga (1995) also test the average tariff rates, which are introduced with a
relationship between openness to trade and particular lag structure. The results show a significant
productivity growth in the United States at the impact of tariff changes on TFP growth. Specifically,
industry level. They measure efficiency by the the study finds that a one percentage point cut in
residual growth in output over the amount explained tariffs raises TFP by 3.4 percent over 19 years.
by inputs of labor, capital, and intermediate goods, asNotably, the results show a similar effect when the
well as spending on R&D. They consider both relationship is tested for year-to year measures of TFP,
imports and exports expressed as shares of sales in thalthough data on TFP are statistically smoothed rather
same regression framework. Using annual data fromthan averaged over five years. The lag structure on
1958 to 1984 they find a negative relationship the tariff protection variable indicates that tariff
between trade and productivity growth. They point changes do not significantly affect TFP for the first
out, as does Harrison (1994), that increased importfour years, but their influence persists 19 years later.

To allow for longer term efficiency improvements

These researchers find less favorable results for
export shares, which actually show a negative
relationship with efficiency. Their evidence indicates

MacDonald (1994) finds results on the role of
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Evidence for developing countries protection and changes in sectoral efficiency across
) the period of trade reform. The results show that
Pack (1988) conducted an extensive survey of saciors posting relatively large declines in protection
sectoral and firm-level studies of productivity in  gi5o have larger decreases in employment as well as
developing countries. He examines literature jcreases in value added and output, especially among
comparing the performance of outward- versus inward gmajier firms. Larger reductions in protection are also
and oriented or import substituting economies, asgociated with higher output per unit of capital and
concludes: “Thus, to date there is no clear yaye added per unit of capital. They conclude that
confirmation of the hypothesis that countries with an gince lower import protection is associated with
external orientation benefit from greater growth in ;,creased output per worker and output per unit of
technical efficiency in the component sectors of capita| that a measure of TFP growth would also be
manufacturing.”  (Park (1988), p. 353) He does, correlated with changes in protection. Further tests
however, cite a study by Handoussa, Nishimizu, and jnciuding measures of returns to scale and average
Page (1986) of public sector firms in Egypt over a efficiency confirm their conclusions that the industries

period of trade liberalization there (1973-79). They eyperiencing the greatest tariff reductions achieved the
find that the liberalization program was successful in \,qqt productivity improvement.

fostering rapid TFP growth. They conclude that

increased capacity utilization, made possible by a  Harrison (1994) also estimates the relation

relaxation of the foreign exchange constraint, was anbetween trade regime and productivity using firm

important factor behind the impressive rates of TFP level data covering 1979-87 from Cote d’lvoire. Cote

growth in public sector firms. d’lvoire implemented a major trade reform in
1985-87. She points out that traditional production

" Relcciptly, ba t\rl\l/ew thdé of rfesearch Qas eé(an,:.in.fdfunction-based estimates of TFP growth can be biased
€ refation between irade reforms and produclivity ;¢ production is actually characterized by imperfect

growth in developing countries using firm-level data. competiti : ; ;

) . . petition and increasing or decreasing returns to
T%’b?ué and Westtbrcéokl'(bl99?) Stt.Ud'ed Mexico, V‘ig'gg scale. She estimates a revised production-side
started a major trade libeéraiization program in " measure of productivity which allows for market

Using Mexican plant-level data from 1984 to 1990, ., a1 and scale economies and thereby generates
they measured productivity from both the production values for the price markups associated with market
side and the cost side. That is, they measured growtrbower and for parameters representing returns to

in output beyond that explained by increases in INPUtS g6 ghe then generates revised TFP measures and
as well as reductions in the costs of producing a given

level of outout. Th i to trad compares them, first across time — before and after
evel or ou ?ul" ey measure fcf)_p_erlmtes_sﬁ 0 tra ®the trade reform, and then across categories of import
using import license coverage, official tariff rates, i ciection — high and low.  She finds that

import penetration, and export shares. Using rank
correlations, their results show that sectors starting the
sample period as relatively open to trade registered
comparatively large cost reductions. However, they
find less association betweeshanges in trade
openness and cost reduction. They posit that
increased import competition caused a decline in
output, and thus in measured productivity, in the short
run.

productivity growth accelerated after the trade reform,
that low-protection sectors showed higher
productivity growth than high-protection sectors, and
that these relationships were enhanced by including
the parameters allowing for imperfect competition and
other than constant returns to scale. The study also
points out that the previously noted negative short-run
impact of import competition on productivity
disappears in the final analysis where productivity
Using the same Mexican data over the same measures are averaged over several years to produce a
period, Venables and Wijnbergen (1993) find a period average.
significant acceleration of TFP growth after the 1985
trade reform for 38 of 47 industries. This association
between changes in trade regime and changes in TF
growth was found by comparing TFP growth for the

period before the trade reforms (1984-87) to that in relationshio. But studies that measure productivity as
the post-reform period (1987-90). twonship. - But studi uré productivity
period averages or compare productivity across longer
A similar study was undertaken by Tybout et al. periods of time, especially across periods of notable
using firm level data from Chile. This study trade liberalization, find positive correlations between
examined the results of Chile’s industrial census takentrade openness and productivity. This indicates that
before (1967) and after (1979) the institution of a the effects of a change in the trade regime on
major trade reform in Chile (1974-79). Again they productivity manifest themselves only gradually.
use rank correlations to indicate patterns of Therefore, investigators have applied firm-level data
association between changes in the level of importto examine some of the mechanisms by which higher

Thus both theory and data indicate the potential
I{,or greater import competition to lead to a short term
decline in productivity, and studies testing for year-to-
year correlations find little support for a positive
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industry efficiency may be achieved. Specifically, capita; as more of the population moves into the labor
they have tested whether increased trade competitionforce the labor force per capita increases; as workers
reduces the monopolistic profits arising from market become more productive, output per worker (and per
power, allows the most efficient firms to expand and capita of the population) increases.
exploit efficiencies of operating at a larger scale, The linkages between growth and openness to
and/or forces the less efficient to exit the industry. trade have also been established in an extensive
Harrison (1994) tests whether trade reform is literature on development strategies and trade policies;
associated with a decline in price markups, and thusmuch of the analysis in this report treats various
with a decline in market power, using data from Cote aspects of the trade-growth connection. However,
d’lvoire. She finds that firms in the most protected there has been little work done on the connection
sectors have the highest price-cost margins, and sheéetween trade policy and human capital formation.
finds weak evidence that these margins fell during This section will review some of the literature on
Cote d’lvoire’s trade reform. Levinsohn (1993) found growth and human capital, with a particular emphasis
similar results with firm-level data for Turkey for on any insights it may offer for potential research on
1983-86. Tybout examines the impact of trade possible effects of trade policy.
liberalization on increased exploitation of scale A good starting point for this discussion is a
economies for Chile and Mexico, thus on increased rgcent paper by Jacob Mincer (1995).  Mincer

production levels or greater returns to scale, but finds provides a useful catalog of components of human
little or no relationship. Using firm-level data for capital and its measurement, with some descriptive
several developing countries in the World Bank and econometric measures of its connection to
research project “Industrial Competition, Productivity, economic growth both historically, in the United
and Their Relation to Trade Regimes, (the ICPT gstates, and globally, across countries. Measures of
project), Tybout (1989) and Roberts (1989) test for @ hyman capital formation utilizing historical data, as
correlation between import protection and the rate of |isted by Mincer, include (1) growth of education, (2)
entry and exit of firms in _par_ti_cular industri_es. an increase in per Capita real income (Wh|Ch is
However, they found no significant correlation virtyally synonymous with economic growth), (3)
between fluctuation in import penetration and entry yrpanization, (4) the demographic transition, and (5)
and exit patterns. increased female participation in the labor market.

Thus the exact mechanisms by which changes in  Education is a key component of human capital,
import protection may affect productivity have not and has a clear relation to economic growth, both as a
been firmly established with firm-level data and cause and an effect. Education is both an investment
apparently vary greatly across countries and industriesgood and a consumption good; as a consumption
(Tybout (1992)). Given the large number of good, it is acquired out of increased earnings, and as
structural changes taking place in developing an investment good, it yields a return, part of which at
countries over the years for which data were collected |east is reflected in increased earnings. In the United
for these studies, it is not surprising that the processesstates the percentage of the population that had
generating productivity increases proved to be completed high school by age 18 went from 3.5
complex. Nevertheless, researchers have found direcpercent in 1890 to 87.0 percent in 1990. In 1890, 54
links  between changes in trade regime and percent of the population age 5 to 19 was enrolled in
productivity growth in developing countries when the school; by 1990 the figure was 92 percent. In 1990,
relationship is measured over the medium term, long according to U.N. data, 11.4 percent of the population
enough for efficiency measures to be put in place. aged 25 and above in high income countries had some

postsecondary education.  Among middle-income

countries, the figure was 3.0 percent, and for low

Openness, Development, and income countries, only 0.6 percent of the population
: had postsecondary education. Within countries the

Human Capltal relationship between schooling and earnings has

The relationship between human capital and @ways been apparent. For a selection of developing
economic growth is well researched and documented.Countries reported on in 1995, the lowest quintile of
Human capital has several components. Thesethe population in terms  of income _recewed_from
include, on a national level, the size of the labor force @0ut 1 to 5 years of schooling, while the highest
(and the labor force participation rate), the ratio of the INcome quintiles received 3 to 7 years of schooling
prime-age labor force to the “dependent” segments of (World Bank, 1995).
the population in both the young and the old age Urbanization has long been considered an
groups, and (at both aggregate and individual levels)indicator of human capital. Historically, economic
the education, training, and experience of workers. growth has coincided with a movement of population
Growth is generally discussed in terms of GDP per (and labor force) off the land and out of the
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agricultural sector into the urban, industrial and 42 percent, while in middle and low income countries
service labor force. This has been due to increases irthe figure was 28 to 32 percent.

both farm and non-farm productivity, since a smaller There has been some work to link human capital
work force has been able to meet the food needs ofgrowth to trade openness. Gould and Ruffin (1995)
the population, freeing more labor to produce goods pased their work on a standard Solow growth model,
and services that have higher income elasticities of aqugmented to include the contribution of human
demand, and higher wage levels. Mincer’s data for capital. They find that human capital has an effect as
the United States shows a decrease in the agriculturabn “engine of growth” (i.e., that investment in human
labor force from 44 percent of the total labor f(_)rce in capital accelerates growth) as well as an independent
1890 to 4 percent in 1990. Across countries, 78 effect as an input to production, along with ordinary
percent of the population in high income countries physical capital and labor (the level of human capital
lived in cities in 1990, while 26 percent of the increases output).  Empirically, they estimate a
population in low income countries was urbanized. classical Solow growth model, augmented to include
The World Bank report cited above notes a strong human capital as a factor to production. Holding
tendency for the size of the agricultural labor force to constant its contribution to growth in that context,
shrink as per capita GDP grows, but notes that growththey examine the effect of the stock of human capital
is associated with higher wages in both agricultural on residual variation in growth. More interesting is
and manufacturing sectors (World Bank, 1995, pp. 19 their finding that these effects vary with the openness
and 31). of the trade regime; human capital has an enhanced
] N . effect on growth in more open economies.
The demographic transition describes the Barthelemy, Dessus, and Varoudakis (1997) also find
relationship between linked changes in fertility and a connection between the contribution of human
mortality rates experienced by countries during the capital to growth and the openness of the economy to
growth process. Briefly, as incomes rise (or as world trade, in which human capital enhances the
countries gain access to medical and public healthapility of a country to benefit from the exposure to
technologies and practices), mortality rates fall new technologies that comes with openness to trade.
dramatica”y an(_ti population_ riseS._ Afterala_g, fertlllty This is not Saying that openness enhances human
also falls, due in part to higher infant survival rates, capital, but that it, in a sense, increases the returns to

but more importantly to the desire of parents to spend human capital by augmenting its effect on growth.
more resources on each child, particularly on human

capital investment (often referred to as higher

“quality” of children). The result is a change from a

population with high birth and death rates, to a much Trade, Income Growth, and
larger population with lower birth and death rates. As

the number of children falls and income per capita Patterns Of Demand

(and per child) rises, there are further incentives for

investment in human capital. Introduction

One of the factors that contributes to (and results ~ Statistics show that since World War I, the
from) the higher “cost” of children is the increasing 9rowth of global trade has consistently exceeded the
labor force participation of women that is observed as growth of global income. From 1960 to 1995, the
economies grow. This requires, initially, “...a sharp average annual rate of real growth in global trade
division of labor between the sexes in market and Was 6.1 percent, considerably higher than the 3.8
household activities, which is clearly much greater at percent average real growth rate of outfutCouncil
the outset of economic growth (or in less advanced Of Economic Advisors (1997)). Thus, postwar trade
economies) when wages are low and fertility is high., Proved to be income-elasfié.In addition, economists
taking up much of the adult life of mothers” (Mincer, have noted a compositional change in international
p. 35). If income elasticities of market goods, trade. — Since the mid-1970s, there has been a
including expenditures on the “quality” of children, 24 1 national income accounting terms. outout is
are higher than the income elasticities of goods jyantical to income. 9 » outp
produced at home (including the number of children, 25 When spending on a given commodity group
or fertility), one would expect a decrease in fertility grows faster than income, demand for that commodity
and an increase in the labor force participation of group is termedncome-elasticWhen spending on a given
women. In the United States, labor force participation commodity group grows more slowly than income,
of all women increased from 19 percent in 1890 to 60 %%@r?]gdir:glratshtﬁ:t CA%n?rTcoocrinltZ ?irs%usp tﬁet?srr?;?g of outlays on
percent in 1990; for married women, the change WaSincome-elastic goods increases and the share of outlays on
from 4.6 percent to 63 percent. ACross countries, jncome-inelastic goods falls. The demand for goods for
according to Mincer's UN data, the labor force which spending increases at the same rate as income, so
participation of women in high income countries was that their share in the total income remains constant, is
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been a progressive shift in trade away from raw nonhomothetic demand system may also be called
materials and semi-manufactured goods toward income-sensitivéd

diverse manufactured goods within the same cate- The assumption of income-neutrality in trade

gories, and toward goods produced by models has significant consequences. Applied
“knowledge-intensive” or “high-technology” indus- simulation models of trade, such as computable
tries (Ethier (1982)).  These changes in the general equilibrium (CGE) models, featuring

composition of trade are linked to underlying income-neutral demand, have usually generated only

changes in the composition of global consumption. small departures from this strict proportionality of
trade to income. As a result, when these models are

used in backcasting exercises (that is, simulations of

tlv:ostkthtioretmalh and emplrlcalt tlrade _Ir_node_ls f.lo past history), they produce results that understate the
not trac ese chanhges accurately. 0 simplify historical growth of trade, particularly in rapidly

analysis, _traditional models_ of international trade ha_ve expanding economies. Thus, in comparative static or
characterized demand for imports with the assumption dynamic simulation analyses of alternative trade
of unitary income elastici®® This assumption, [iberalization scenarios, the imposition of income
calledhomotheticitymeans that increases in the level neutrality tends to understate the potential economic
of income result in proportional increases in imports. effects of trade liberalization. Such results may
In other words, trade is unit-elastic with regard to potentially include understatements of the benefits of
income. Consequently, trade and income always grthrade liberalization in dynamic simulations of growing
at the same rate, and when domestic income changess¢onomies. - _
the ratio of trade to total income remains constant. In  The relatively fast growth of trade and the shifts
addition, under the assumption of a homothetic In its composition mentioned above, have prompted
demand system, changes in income do not affect thes€veral studies on the relationship between income,
commodity composition of imports because every levels and trade. These studies provide further

o . . evidence that changes in real per capita income play a
good within that demand system has a unitary 'ncomesignificant role in shaping trade patterns. The

elasticity of demand. In trade models characterized jmpjications of this research for future attempts to
by homothetic demand, only changes in relative prices model the dynamic relationships between incomes and
affect the share of imports. Therefore, a homothetic trade are far-reaching. Improved modeling of these
demand system may also be characterized asrelationships would enhance the ability to assess the
income-neutraf’ The alternative system, in which effects of global and/or regional trade liberalization
the shares of expenditures on imports change asmeasuresin amore precise and detailed manner.
income rises, and in which growth in the income level
affects the commodity composition, is referred to as |ncome in Trade Theories and
nonhomothetic Under the nonhomothetic system, Models
income elasticities are different from 1. A
Until the 1970s, international trade theory was
25_Continued principally concerned with analyzing and explaining
called unit-elastic Consumer studies show that the interindustry trade, also labeled “North-South” trade.
necessities of life are generally income-inelastic, whereas Such trade is typified by the export of raw materials
goods and services consumed above subsistence levels  or simple manufactures by a developing country

(called luxuries in consumer economics) are (South) to enable itself to import advanced capital
income-elastic. As incomes rise, consumers increase the goods and consumer durables from the industrialized,
proportion spent on higher-quality goods and services developed countries (Nortﬁ?. However, as

(Deaton and Muellbauer (1986)). Such shifts in national  mentioned earlier, the 1970s brought a significant shift
spending pattjerg.; afff?gt b(g)gh6|mports and ex.pk?rts toward intraindustry trade, also labeled “North-North”

(Krugman and Obstfeld (1996)). A country wit . trade. Such trade  is typified by trade in automobiles,
mcrekasu?g per capita '”C.omeﬁ. t;lecomef_ a flarg.er poter&tlal computers, and household electronics between the
market for more expensive, higher-quality foreign goods i "har canita income, developed countries. Much of
and services. Increases in national productivity, which thg N%rth-NF())rth trade \;vas (anc? remains) cohcentrated

ind i i it Ii d h h : -
'r?at?ocfafn;;fﬁffi;&ﬁﬁ; ?Eﬂdzrre(igénﬁ())me’ expan in the so-called knowledge-intensive or high-tech
y industries.

26 The income elasticity of imports is the measure
that is most frequently used to express, compare, and
analyze the effects of rising income levels on trade. It concepts that are analogous to the income neutrality and
indicates either the percentage of change in total imports sensitivity of imports. Since at the world level, imports

or in a particular group of commodities or services, as a  equal exports, the income neutrality to import or export
result of a one percent increase in incomes in a country, may be called the income neutrality to trade. Similarly, at

28 The income neutrality and sensitivity of exports are

region, or in the world. See Theil (1975). ~ the world level, the income sensitivity to import or export
27 For background information on income-neutrality in may be called the income sensitivity to trade.
demand analysis, see Pogany (1997). 29 See Krugman and Obstfeld (1996).
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Several explanations emerged to account for thethat is, income-neutral demand

income-elastic nature of postwar trade and the shift
toward intraindustry trade. They included political
factors, such as global and regional trade
liberalization; breakthroughs in the technology of
transportation and communications; imbalances in

international wage rates; and advantages of producingtrade.

various parts of a product in different countris.

In the late 1970s, the “new international trade
theories,” which emphasized economies of scale an
product differentiation, emerged to explain the rising
prominence of North-North trad®. In these theories,
the ability of consumers to choose from an increasing
variety of products is limited by high unit costs of
producing small batches of products for relatively
small, compartmentalized domestic  markets.
International trade can exploit economies of scale by
opening up sales of every product to a world market,
thereby enabling production of more varieties of a
good and lowering prices for each variety produced.
Therefore, the “new international trade theories”
provide a mathematical formalism for Adam Smith’s
assertion that “the division of labor is limited by the
extent of the market32

The rapid rise of intraindustry (North-North), and
within that knowledge-intensive industry trade, is
directly linked to the growth of per capita income,
because the demand for variety in sophisticated

products and services emerges only at relatively high

per capita income levels. Hence, the growth of per
capita income significantly affects not only the
volume but also the composition of international
trade.

d_behavior.

systéfhs. As
explained above, by definition, this assumption
precludes any effect of increases in per capita
income on the composition of international trade.
Necessarily, these models conclude that economic
development does not affect the composition of
Studies such as Winters (1984) and Alston,
et al. (1990), have shown that income neutrality does
not correspond to actually observed consumer
In these works the authors show that
income elasticities of domestic or foreign purchases
are either higher than unity, that is, imports grow
faster than incomes, or are lower than unity, that is,
imports fall behind the growth of incomes.

The application of income-neutral demand
systems appears to be inevitable in dynamic models
designed for making very long-term forecasts. The
assumption of unitary income elasticity is the only
reasonable choice if a single income elasticity must be
chosen to describe import reactions to the growth of
income over a long period of time. If the long-term
measure consistently exceeds unity for a nation,
imports would eventually consume the entire national
income34 The assumption of an income-neutral model
is also a useful simplification for modelers. However,
as stated above, income neutrality precludes the
complete understanding of the consequences of trade
issues, because trade models featuring income neutral
demand will not replicate the recent historical
experience of the interaction between trade and
income.

At present, the contradiction between the recent

These observations notwithstanding, most models empirical evidence and the need to make trade models

based on either the classical or the new internationalproduce

trade theories still assume unitary income elasticities,

30 For more on this subject, see Krugman (1995) and
Jun Ishii and Kei-Mu Yi (1997).

31 The term “economies of scale” signifies the
percentage of reduction in average costs achieved by a
given percentage increase in all of the inputs used in the
production process. External economies of scale in an
industry are reductions in the average costs of a given
firm as a result of the expansion of other firms in the
same industry, or as a result of the agglomeration of
similar firms in the same geographic region. Ready
access to a highly skilled labor force is a typical source of
external economies. Infrastructure spillovers, such as good
transportation and communication networks, good banking
and venture capital networks, and a stable economic
environment, are also sources of external economies of
scale. Internal economies of scale for a given firm are
reductions in its average costs achieved by expanding its
own scale of output. For descriptions and comparisons of
these theories, see Helpman and Krugman (1994, 1986)
and Ethier (1982).

32 For descriptions and comparisons of these theories,
see Helpman and Krugman (1986) and Ethier (1982). For
a numerical demonstration of the increased weight of the
North-North type of exchanges in the trade of several
industrialized countries, see Gagnon and Rose (1990).
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long-term equilibrium solutions  forces

modelers to make difficult choices. Regarding the

analysis of trade liberalization agreements, the use of
income-neutrality-based  models facilitates  the

exploration of the effects of relative price changes
caused by tariff cuts. It also allows the consideration
of such effects over an undefined time horizon;

however, this outcome is achieved only at the cost of
potentially understating and distorting the effects of

rising incomes over more concrete forecast periods,
such as 10 or 20 yeat?.

33 The assumption of income-neutrality is often
implicit rather than explicit in trade models. The
simplifying assumptions of constant returns to scale in
production and perfect competition in all goods and factor
markets can impose income-neutrality algebraically on the
model’'s demand and supply systems. For further thoughts
on this subject, see Lundback and Torstensson (1996).

34 In a dynamic general equilibrium framework,
“long-term” reflects the period of time required for the
modeled economy to regain its equilibrium following a
major simulated shock. That is, the long-term is not
necessarily 10 or 15 years.

35 For more on this subject, see Chapter 4 on
dynamic general equilibrium models.



Some progress is being made in combining the revenues mainly from the production of primary
advantages of income-neutral and income-sensitiveproducts would deterioratevis-a-vis the terms of
equation systems in trade mod&s. Continuing trade of the developed countries. In other words,
research that underscores the significance of incomethe developing countries would have to give away
in shaping trade patterns serves as a constant remindeincreasingly larger amounts of their primary products
for modelers to exploit further opportunities in this to obtain the same amount of manufactured products
area. from the developed countries. During the 1950s and
1960s, the Prebisch-Singer hypothesis provided the

. intellectual justification for development policies that
Theoretical Work Related to the emphasize import-substituting industrialization. This
Income Sensitivity of Trade theory also claimed that the increased ability of the
o ) ) . developing countries to participate in the global

The significance of income levels in economic growth of demand for manufactured products would
analysis has I_ong been. es'gabhshe_d. Therefore, thecompensate for the high costs of new
branch of literature in international trade that j,qystrialization. The theory failed to correspond to
emphaslzes the role of income does not represent ghe realites of economic development (Spraos
theoretical breakthrough,. but rather a completion of (1980)) and the policy of import substitution has
more general trade theoriés. been largely discredited (Edwards  (1993)).

Nonetheless, the interaction between income and
. . . trade emphasized by Singer and Prebisch
The Prebisch-Singer hypothesis permanently underscored the significance of income

H. Singer (Singer (1950)) and R. Prebisch |evels in shaping the pattern of international trade.
(Prebisch (1959)) are credited with the first well

known application of income-sensitivity in inter-

national trade theoryHunter and Markusen (1988)).

Prebisch and Singer argued that the income elasticity| inder’s representative demand theory

for primary products is expected to remain ) } )
consistently lower than the income elasticity for S. Linder’s representative demand theory (Linder
manufactured products. Consequently, the terms of(1961)) attributes a critical role to the per capita

trade of developing countries that derive their export income in determining trade flows. According to this
theory, a country tends to export those products for

36 The USITC uses multi-country computable general which it has relatively large domestic markets or for

\e/g:i;:irl])g”lggg(rgeGsE)alrpg?%Se;g ‘:]”g('j)glse ftézguereissues- To which it expends relatively significant amounts of
income-sensitive systems. One group of models, which resourcc:é:-g on a per capita basis to satisfy dome’Stlc
includes the Commission’s Latin American Regional ﬁjeman ° These prOdUC,FS make up the country’s
(LAR) model, relies on a widely used flexible functional representative demand;” reflecting its per capita

form, called the “almost ideal demand system” (AIDS), to income, its special needs and its resources, which
calculate income elasticities. AIDS allows for a practically jhclude the overall level of scientific and
unlimited variation in income elasticities by country and :

commodity group. (For an application of AIDS to technological development.
estimating the world income elasticity of demand for U.S.

machinery and equipment, see chapter 10.) The Global The ‘early development of the U.S. automobile

Trade Analysis Project (GTAP) model relies on the industry is an example of the mechanism behind the

concept of constant difference of elasticities (CDE) to representative demand theory. Americans developed a
apply income sensitivity. The CDE is a quasi-flexible taste for the personal automobile during the early

form that allows individual income elasticities to differ years of the twentieth centd’r?. The country’s per

from unity to a limited extent. Both the AIDS-based CGE
models and the GTAP model can also be run with
income-neutral systems, thereby allowing for comparative

capita income level was high enough to permit the
switch from horses to the automobile on a large scale,

analysis of the results. For a description of the LAR and scientific-technological ~advances  (industrial
model, see Benjamin and Pogany (1997) and for the development, in general, and internal-combustion
GTAP model, see Hertel (1997). A promising new engineering, in particular) allowed for the mass

approach to applying income-sensitivity to dynamic trade  pyoqyction of automobiles. Following Henry Ford's
analysis was presented by Ho and Jorgenson at the

USITC’s 1997. APEC symposium (Ho and Jorgenson, Introduc_tlon of the ass_embly line 'r_] 1913, the_
1997)). The Ho and Jorgenson procedure combines the ~ Production and ownership of automobiles soared in
income-sensitive approach with the logistic function to the United States. From 123,990 automobiles
establish upper bounds on market shares. For more on
dynamic CGE models, see chapter 4. 38 For a critical evaluation of the theory, see Weder

37 For example, J. Torstensson expanded the (199%), and Lundback and Torstensson (1996).
Hecksher-Ohlin theory, originally featuring income-neutral 39 For details about the early history of the U.S. auto-
equations, with income-sensitive equations. See mobile industry, see Bloomfield (1978) and Encyclopedia
Torstensson (1993). of American Business History and Biography (1989).
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produced in 1909, production rose to 6.7 million (Markusen (1986)). In his theoretical model,
units in 1919, making every sixteenth American an Markusen divided the world into a relatively
automobile owner. The large domestic automobile capital-abundant North and a relatively
market prepared U.S. firms to compete in world labor-abundant South. He further divided the North
markets, and the U.S. automobile industry soon into East and West with identical endowments. The
established its global position. functions in the model describing demand could be

Another example of the representative demand either income-neytral or income-sensitive;i qnd t.he
mechanism at work is the Swiss freight forwarding functions describing supply allowed for variations in
industry. Given Switzerland’s varied topography and ésource endowments a_md for multiple varieties of
the multilingual ethnic composition of its population, €ach product.  Assuming income-neutral demand,
the country had to devote more resources per capita tglarkusen derived the conditions for two benchmark
the development of its freight forwarding industry €quilibria. In one equilibrium, the North and the
than most other countries at the same level of South had identical resource endowments, and the
development. The efforts to satisfy domestic needsoutcome was pure intraindustry trade. In the second
gave Swiss freight forwarders a comparative equilibrium, there is no product differentiation, and
advantage in the international arena. Switzerland’s the outcome was pure interindustry trade. “Mixed”
neighbors, Germany, France, and ltaly, were the firsttrade in the model was generated by transferring
to recognize the advantages of using Swiss freightcapital to the North and by allowing for product
forwarders to conduct trade among themselves (Wederdifferentiation in the North, that is, between East and
(1996)). West.

In essence, the representative demand theory  Markusen's experiments demonstrated that under
completes theories based on differing national the assumption of income-neutral preferences, the
resource endowments by adding the idea of anhistorical displacement of interindustry trade by
endogenous technological development process. Thentraindustry trade cannot be replicated. However, in
growth of per capita income is the critical condition the experiment in which demand is characterized by
for the emergence and satisfaction of specific jncome-sensitive preferences, the Markusen results
domestic needs and the development of comparativeapproximate historical experience. Intraindustry trade
advantage in international tratfé. grows faster than interindustry trade and, thereby, the

This theory inspired further theoretical former displaces the latter. Thus, income-sensitive
developments such as Vernon’s “product cycle” theory demand, which reflects differences in the level and
(Vernon (1966)) and Porter's concept of “competitive composition of demand at various stages of economic
advantage of nations” (Porter (1990)). Thus, Linder's development, is shown to play a crucial role in
ideas presaged the contemporary “new internationalexplaining trade. Markusen’s conclusion is that both
trade theories” that identify endogenous relations the “classical” and the "new international trade
between trade and technological progress to explaintheories,” which reflect mainly income-neutral
intraindustry trade. preferences, help determine the direction of trade, but

that income-sensitive demand functions are required
to determine the volume of trade (Markusen (1986)).

Markusen’s Model

In 1986, J.R. Markusen showed that, in addition to Empirical Studies Related to the
factor endowments and imperfect competition, the

assumption of income sensitivity of demand in world Income SenS|t|V|ty of Trade
trade is required to explain observed trade flows Since the late 1960s, considerable effort has been

40 Nonetheless, Linder emphasizes the necessity of theexpended to estimate income elasticities in
joint occurrence of the factors cited in the development of international trade. Most of the studies have dealt

representative demand. Regarding special domestic need With the industrialized countries because they have

as an underlying requirement, he mentions that it is generally more extensive and accurate economic data,
unlikely that Eskimos will develop a comparative and are subject to fewer and smaller shocks affecting
advantage in refrigeration technology, or that tropical the normal functioning of the market mechanfsm.

countries will develop comparative advantage in the
production of ice-breaker ships. He also points out that a
high per capita income level does not necessarily imply a

high level of scientific-technological development. A Estimates of aggregate import demand and
modern example of this may be a developing export supply elasticities

oil-producing and oil-exporting country. Its high level of .

per capita income is not matched with a high enough Houthakker and Magee used ordinary least
level of scientific-technological development to turn squares (OLS) on annual observations for the period
demand for household electronics, for instance, into

representative demand. 41 See more on this subject in chapter 10.
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1951-66, to regress the export and import market In 1996, J. Lundback and J. Tortsensson provided
shares of 27 countries on relative prices and GNP econometric evidence that income sensitivity is an
(Houthakker and Magee (1969)). They found important phenomenon under the conditions of
income elasticities of import demand significantly monopolistic competition. Using annual data for the
different from 1. For example, the income elasticity members of the Organization for Economic
of imports for the period considered was 1.51 for the Cooperation and Development (OECD), they showed
United States and 1.23 for Japan. The study that increases in per capita income lead first to an
inspired both a lively professional debate and further increased domestic supply of advanced industrial
econometric studies regarding the role of income in commodities, and then to a net export in these
determining trade flows. commodities (Lundback and Tortsensson (199%)).
This study econometrically confirmed Linder’s repre-

The fundamental conclusion of the studies i ,
. sentative trade theory and Markusen'’s proof.
conducted during the 1970s and 1980s was that from W y ! P

the late 1940s to the mid 1980s, the income elasticity

of import demand and export supply for the

industrialized countries ffll betwegnll and 2. Thatis, Estimates of sectoral import demand and
imports were income elastic and income sensitivit f

prgvailed in the trade among industrialized countrieg. export supply elasticities
The rise of imports (and exports) in the real GDP of Several studies dealt with income elasticities of
the industrialized countries is a summary statistic that demand for disaggregate import categories. These
supports this general conclusion, but models usingstudies generally showed the growing tendency of
income-neutral equations would have predicted a industrialized countries to shift their trade toward
constant share of imports and exports. For a completemanyfactured goods. Taplin's 1973 study, which
survey of these studies, see Goldstein and Khancoyered the largest number of countries among studies
(1985). of this genre, showed the following income elasticities

The joint consideration of income elasticities to {© import by commodity category: Food and
import and to export served to analyze the forces thatoeverages (SITCs 0 and 1), 0.84; raw materials
determine differences in national trade performance.(SITCs 2 and 4), 0.75; fuels (SITC 3), 0.96; and
For example, the following tabulation shows the Mmanufactures (SITCs 5, 6, 7, 8 and 9), 1.44 (Taplin
average income elasticities to import and to export for (1973)). Hence, manufactures are income elastic,
the United States and Japan calculated by several ofvhereas basic foods and raw materials are income
these studies for the first three decades of the postwainelastic. For a survey of studies on sectoral elasticity
period42 calculations until the mid-1980s, see Goldstein and
Khan (1985).

Average Average

income income In 1986, C. R. Shiells, R. M. Stern, and A. V.

elasticity elasticity Deardorff used two-stage least squares on 1962-78

to import to export data to estimate income elasticities of U.S. import
United States .. ..... 1.93 1.40 demand for 41 SIC 3-digit industries (Shiells, Stern,
Japan.............. 1.04 2.57 Deardorff (1986)). In 1988, L. C. Hunter and J. R.

Markusen published an econometric study using the
These elasticities reflect the tendencies underlying linear expenditure system (LES) approach to estimate

the buildup of U.S. trade deficits and Japanese tradeincome elasticities for 11 commodities in 34 countries,
surpluses in later years. including several developing countries (Hunter and

Markusen (1988)). In 1993, using the “almost ideal

A frequently used empirical relationship derived demand system,” K. A. Reinert, D. W. Roland-Holst,
from the joint analysis of income elasticities to import and C. R. Shiells estimated income elasticities in
and to export is that, even if countries had equal NAFTA trade (Reinert, Roland-Holst, and Shiells
propensities to import and equal abilities to export, (1993)).
short and medium-run trade imbalances would still . .
persist because countries grow at different rates. Comparatively few estimates have been made on
Therefore, since there is no mechanism to synchronizeS€ctoral export elasticities, and many of these
growth rates among the countries, trade imbalances€Stimates assumed away the influence of pfites.
will always persist; some countries will have surpluses 43 The study actually used a sample of 12 OECD
and some will have deficits (Goldstein and Khan members, made up of the United States, Canada, Japan,
(1985)). Australia, and 8 EU countries.
44 “Despite over thirty years of econometric work on
42 The averages presented are the arithmetic means of trade equations,” wrote Goldstein and Khan in 1985, “it

the appropriate estimates found in the literature survey does not take a very large table to present a reasonably
article of Goldstein and Khan (1985). comprehensive list of existing estimates of the price
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One study is that of W. Alterman at the U.S. in the time periods considered. Furthermore, he
Bureau of Labor Statistics. Table 3-4 shows selecteddetermined that the differences in the periods
U.S. import and export elasticities of demand from the considered contributed more significantly to the
Alterman study. The elasticities of demand for U.S. dispersion of results than did the differences in the
exports with respect to global income are of particular methodology employed. Since the income elasticities
interest. Very high income elasticities, in the order of to import characterize the expenditure structure of a
2 to 6, are observed for auto parts, several categoriegjiven country for a given time period, this structure is
of industrial machinery and electronic goods, and bound to change as economies evolve and consumer
ceramics. As chapter 10 shows, these high elasticitiestastes and manufacturing technologies change. In
are consistent with recent shifts in global trade and addition to these secular factors, cyclical factors also
with evidence of the transformation of consumption influence spending patterns and income elasticities.
patterns in developing countrié. These fundamentals preclude the possibility of

calculating a single national income elasticity to
import, which then might be used to predict future

Variability in estimates of income trade flows based on forecasts of economic growth
elasticities (Marquez (1993)).

Econometric work has produced a wide dispersion elastg?&“ggggg for export” (Goldstein and Khan
of income .elast|C|ty .est|mates, m_aklng. t.h's (1985)). This table also presents income elasticities of
phenomenon itself a subject of further investigation. sypply for the same categories, indicating an equal
For example, on the basis of 39 different studies sparsity of income elasticities to export, since the two
published between 1946 and 1994, J. Marquez haSﬂeafsureS are computed by the same equations.
investigated the dispersion of income elasticity Preliminary estimates by J. Marquez of the Board

; . f Governors of the Federal Reserve System indicated that
estimates for the United States, Canada, and ‘Japarguring 1975-93, the foreign income elasticity of U.S.

(Marquez (1995)). Income elasticities in these studies exports may have been 3.0 for computers, and 1.0 for
ranged from 0.7 to 2.6 for the United States, from 0.5 semiconductors ( J. Marquez, Board of Governors of the
to 2.0 for Canada, and from 0.4 to 1.7 for Japan. Federal Reserve System, interview with USITC staff, Aug.
. g . 4, 1997). The final results of the study on sectoral income
Marquez identified two possible causes of the glasticities conducted by Mr. Marquez will be published
dispersion: methodological differences and differences after the completion of the present study.
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Table 3-4

Selected import and export elasticities of demand in U.S. industries, by SIC categories, 1980-91

Export
Import elasticity elasticity of

SIC category | Description of demand demand
301 Tires and inner tubes 0.719 21.620
307 Miscellaneous plastic products 1.258 1.759
314 Footwear, except rubber 1.235 21.204
326 Ceramic and china ware 0.800 5.518
331 Rolling and finishing mill products 0.770 2.0.111
333 Smelter and refined nonferrous metals 1.535 20.376
335 Rolled, extruded nonferrous. metals 1.107 4.123
342 Cutlery, hand and edge tools, hardware, n.e.s. 0.853 20,991
349 Fabricated metal products, n.e.s. 1.529 21,536
351 Engines and turbines, and parts, n.e.s. 0.951 22 354
352 Farm and garden machinery and equipment 1.241 6.435
353 Construction, mining, oil-field equipment 1.326 5.233
354 Metalworking machinery, equipment, parts 1.134 5.984
355 Special industry machinery 1.165 4.715
356 General industrial machinery 1.111 2.275
357 Office and computing machinery 0.971 3.920
358 Refrigeration and service industry 1.492 3.076
361 Electric distribution equipment 1.039 20.829
362 Electrical industrial apparatus 1.199 2.190
363 Household appliances and parts 0.542 1.822
364 Electric lighting and wiring equipment 0.735 4.274
365 Radio and TV receiving equipment 1.211 3.901
366 Communication equipment 0.978 2.820
367 Electronic components and accessories 1.230 2.824
369 Electrical machinery, equipment, and supplies 0.868 21.422
3711 Motor vehicles 0.386 22.006
3714 Motor-vehicle parts and accessories 1.124 5.615
372 Aircraft and parts, n.e.s. 0.972 20.875
382 Measuring and controlling instruments 0.994 2.404
384 Medical and dental instruments and supplies 0.467 0.607
386 Photographic equipment and supplies 1.012 21.386
387 Watches, clocks 1.561 5.049
391 Jewelry, silverware, and plated ware 1.482 24.471
394 Toys and sporting goods 1.683 -5.886

1 All estimates were significant at least at the 15-percent level.

2 The estimate was not significant at the 15 percent level.
Source: Alterman, 1995.

3-29






CHAPTER 4
Dynamic Modeling of Trade Liberalization

Dynamic General Specific Reasons for Using
Equilibrium Models Dynamic Models

As noted in the request letter from USTR, the use
of computable general equilibrium (CGE) models to
simulate the effects of trade policies has increased
rapidly and forms part of the body of literature on the

potential dynamic gains from trade. ~Since CGE .o 4o the effects of a new policy. The following
models can simultaneously take into account

. , ; pecific reasons recommend the use of DCGE models
interactions among economic agents (consumers anqsn studying the dynamic effects of trade:

producers), sectors, and macroeconomic variables, Y y ’

assessments made with them are more detailed and (1) They can more fully represent behavior
comprehlenswe_ than those made through othery,,i"ig fyndamentally dependent on time such as
methods. Multi-country CGE models are especially o gecisions to save or invest in the interest of
suitable for analyzing trade issues in a regional Of ¢y re returns. Not taking into account transitional-

global context. period savings induced by trade liberalization tends to
CGE models can be static or dynamic. The understate capital accumulation, cross-country capital

difference is that dynamic CGE (DCGE) models take movement, technological progress, and economic

into consideration changes that ensue with the passagg@rowth incidental to trade liberalizatidn.

of time. Some of these models can calculate the

length of time required for an economy to go fromthe ~ (2) They reveal more of the distortionary

equilibrium that preceded the implementation of a influences that are inherent in effective tariff

new trade policy to the one that would follow it structures before the implementation of a trade

(free-terminal-time approach). Or they may be used liberalization agreement Consequently, the mea-

to explore economic developments during a fixed, sured welfare effects of the removal of the distortions

hypothetically specified transition period following Will also be more complete (Young and Romero,

the implementation of the new policy 1994).

(fixed-terminal-time approach).

DCGE models have considerable advantages over
static models when the time horizon is relatively long
or when the economy examined is expected to
undergo quantitatively important changes before it

(3) Empirical research  provides robust

_ Although the advantages of DCGE models are gyjgence that trade liberalization can have a major

Wldel_y recc_>_gn|zed, and their application is sp_readmg, impact on economic development, thereby vali-
at this writing they have not replaced static CGE dating the quantitatively important results that

models as the dominant tools of trade policy analysis. pcGE models along with other dynamic models

In fact, comparisons with post-simulation data have g uipped wiih endogenous-growth-generating

demonstrated that static models are quite effective i”capabilities tend to produce® Although economists
assessing the impact of policy changes over relatively '
short time horizon3. 3—Continued

the tax reform was incidental to Spain’s entry into the

1 For an introduction to CGE models for the general  EU, an event that brought many significant changes in the

reader, see Pogany (1996). country’s economy (Kehoe, Polo, and Sancho, 1991).

2 Since both the free- and fixed-terminal-time From a theoretical point of view, the good predictive
experiments explore alternative time paths of economic performance of static models is not surprising, since
variables, they both may be regarded as exercises in results obtained from static models are expected to reflect
comparative dynamics, or sensitivity analysis with respect the longer-run tendencies of dynamic processes in an
to time. economy (Hanson, 1970).

3 For example, Kehoe, Polo, and Sancho showed that 4 For an appraisal of transitional effects in trade

a static CGE model predicted most of the price changes polit’:oy analysis, see Francois and Shiells (1994).
that occurred in Spain as a result of the country’s 1986 For examples, see Bayoumi, Coe, and Helpman
tax reform. The analysis was particularly difficult because (1996) and Kehoe (1994).
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have been aware of the advantages of the DCGE forconditions for yielding steady state results is that the
some time, models to realize its potential advantageseconomy remain on its long-term equilibrium path
in the analysis of trade liberalization have emerged across the time horizon of optimization. As a
only recently. consequence, fully dynamic models algebraically
impose the rigidities of optimizing behavior and
predetermined rates of time preferences on producers
and consumers in each period and across the

Classification of DynamiC economies composing the modélsThe validity of

H H N such theoretical simplifications is strongly disputed
General ECIUlllbrlum in the empirical literatur8. However, fully dynamic
MOdels models account for transitional changes with a

greater regularity and completeness than do

DCGE models can be classified in several ways. S€quential models. They produce more consistent
One main criterion of classification is whether the Fesults in policy simulations involving the long run
optimization involves one or several periods at a time. (that is, at least 10 years). Sequential DCGE models
Models that compute equilibrium solutions one period Nave the advantage that they can be built on existing
at a time are characterized as “sequential solution” orStatic CGE platform8. ~ Building fully dynamic
“recursive” models. Those that optimize over several Models requires a fresh start, because these models
periods at once are characterized as “fully dynamic” Must !nc%porate techniques  of  dynamic
or “multi-period” models. Sequential models are OPtmization:
static CGE models adapted to generate steady state

solutions for consecutive periods. Fully dynamic Calibration of Dynamic

models incorporate time as a variable.

Each approach has its advantages. Data, CGE MOdeIS

behavioral parameters, and even computational The usefulness of CGE models in conducting
methods used by sequential solution DCGE models simulations of the impact of policy changes is
can be updated before running them for the nextenhanced if the models can be shown to replicate
period. This permits the incorporation of information known outcomes from the recent past. In particular,
obtained from alternative sources of research, therebymodels that portray developments over time need to
imparting flexibility in making these models “forward accommodate features identified in chapter 10 such as

looking”. Using such a sequential solution approach, 7For details, see (Dervis, de Melo, and Robinson

the .model designed by Hinojosa, L.eW'S’ anq 1982) and (Ethiér, Helpman, ‘and Near'y, 1995). ’
Robinson captures some of the potential dynamic ~"8'ro an analysis of intertemporal choices in the

gains from trade liberalization (Hinojosa, Lewis, and theory of consumer behavior, see (Deaton and Muellbauer,
Robinson, 1995). In their simulations of Western 1986). . o _
Hemisphere trade liberalization, the incorporation of 9 Examples of building dynamics into static models

i ; i are the USITC's Latin American Regional Model
the dynamic increases in productivity leads to (Benjamin and Pogany, 1997) and the one used at the

dramatic improvements in welfare gains, though the reqeral Reserve Bank of Chicago, which built a dynamic,
authorsl emphasize the need for em_Pl”C&U estimationone-sector (macro) international real business cycle model
of the importance of such externalities. Empirical on a static CGE platform (Kouparitsas, 1997).

tests by Devarajan and Zou (1996); Lee (1995); 10 Three such techniques have evolved, providing a

; . ; basis for classification of fully dynamic models. The
Baldwin and Seghazza (1996); and Esfahani (1991) oldest one, calledalculus of variation dates back to the

_revealed ,the critical role of foreign . capital go_ods 18th century discoveries of mathematician L. Euler (1707-
imports in the growth of developing countries. 1783). Dynamic programmingbased on therinciple of
Benjamin and Pogany (1997) used a trade externalityoptimality, the so-called Hamilton-Jacobi-

of this type in a sequential solution simulation of Bellman equation, was developed during the 1950s.
proposed Western Hemisphere trade agreements.DS.’”"J‘.ml'C opt|m|zgt|.on #asedlon the SO'Cg'de'mum q
Over four time periods, welfare gains from trade PhiCPe &merge in the early 1960s and is associate
: o e p ! 9 with L.S. Pontryagin. The maximum principle is
liberalization increased from 0.2 to 1.0 percent of generally used in conjunction with the Hamiltonian system
GDP over the case where no externality was used. of functions, which is a method of solving nonlinear

. . differential equations. For details, see (Leonard and Long,

In contrast to sequential solution models, fully 1992) and (Takayama, 1994). The calculus of variation

dynamic models are “deterministic’. One of the and the maximum principle are compatible, since both
are calculus-based. The two are often combined in

6 For an introduction to fully dynamic models, see models. Some newer models also incorporate game
(Devarajan and Go, 1995). The study explains the theoretic methods, such as the Markov decision processes,
structure and working mechanism, and demonstrates the in dynamic optimization techniques. For a survey of
use of the simplest, fully dynamic model designed to applications of the theory of games in general equilibrium
analyze international trade issues. modeling, see (Mertens and Sorin, 1994).
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the rising share of trade in total income and the levels already well above empirical estimates. The
rising share of certain commodities in household tracking exercise is encouraging, but even with the
consumption. Various approaches have been used tmoted adjustments he finds that the model
track recent history in recursive CGE models, systematically underpredicts changes in export shares
beginning with single-country models.  Chenery, for the countries in the study. This is not surprising
Lewis, de Melo, and Robinson (1986) use a given the rapidly growing share of trade in income
single-country model to replicate the development over the period, and given the large number of
patterns of several medium-income countries from parameters used to improve tracking in the
1963 to 1983. Using empirical evaluations of single-country examples. Further, the GTAP exercise
expenditure shares known as Chenery curves (alsoprojects back to a single distant year, whereas the
discussed in detail in chapter 10), they impose examples noted above use data for a number of

observed dynamic trends in these shares so thaintervening years to aid in tracking the pattern of
income elasticities by commodity remain one during gevelopments over time.

each solution but differ from one over time. They

also construct exogenous series for other parameters, |y the category of fully dynamic optimizing
including changes in input-output coefficients, and a models, the work by Ho and Jorgenson (1997)
range of assumptions on the inflow of foreign jystrates a major modeling effort to track actual
capital, and the growth of total factor productivity oytcomes. Theirs is an open-economy model of the
by sector. They further build in responses for the g that is completely econometrically specified.
migration of labor across regional and skill This means they use econometric tests based on data

categories and the allocation of capital across fom 1947 to 1985 to develop behavioral equations
sectors, and allow for the growing substitutability of ¢, the model that fit the actual behavior over the

domestic and foreign goods by making trade peroq |n discussing the difficulies of modeling
elasticities greater in the long run than in the short ;oo over time, Ho and Jorgenson note the sharp
run. By specifying these trends they are able to acceleration of trade as a share of U.S. income, as
track fairly well the structu_re of the sources of well as the lack of any convergence to a particular
growth by forms of domestic and foreign demand level yet apparent in the data. This lack of stability in
and by sector. the relationship leads them to model trade shares as a
function of time, using a logistic trend. They also

Mitra (1994) reports on the results of several note empirical evidence on the disproportional relation

exercises using recursive CGE models to track thebet cen arowth in income and owth in_ the
history of various developing countries. In these W growth in 1 ar n
cases, the historical values of several aggregateconsumpt'On of particular goods, as is shown in the

tracking variables, such as GDP, private consumption,";’]Ork on Chenr(]a_ry curves ml cha_;()jter 10. They pbserve
exports, imports, and foreign savings are included in tat, given this empirical evidence, assuming an
ncome elasticity of one for the components of

the exercise while certain model parameters, such as . )
sectoral factor productivity and household savings onsumption renders a model unsuitable for
rates, are allowed to vary. The tracking performance backcasting and woulq bias sector.al projections of the
is then “optimized” by finding the parameter values €cOnemy. Hence, their econometric approach.

that minimize the sum of the squared deviations

between the model-generated values and the actual _1huS @ number of techniques have been developed
ones. The results indicate a rather close tracking!© improve the fit between model results and actual

record across the different countries. outcomes.  Given the variety of objectives in
modeling exercises, historical tracking is seldom

An important step in tracking history with CGE undertaken in structural CGE models and no
models was taken by Gehlhar (1996) who conducted atechnique has become standard. A close fit indicates
tracking exercise with a global multi-country model. that conditions present in the model reflect actual
He alters the Global Trade Analysis Project (GTAP) conditions across many dimensions, and this allows a
model by  distinguishing a productive factor more refined interpretation of trade policy
representing human capital. By making exogenous Simulations. ~ Such detailed interpretations become
reductions in the values of all primary factors, he important in attempts to model growth and to capture
“backcasts” the model from 1992 to 1982 and then the essential features governing the relation between
measures the model outcomes for export shares bytrade and growth. Empirical evidence on some of
country against the actual 1982 values. To close thethese important interactions have been identified in
gap between model and actual outcomes he finds thethis study. Nevertheless, there are notable challenges
specification of the human capital factor a necessaryin calibrating dynamic models for the analysis of trade
adjustment, along with doubling trade elasticities from and growth. These difficulties need to be taken into
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account when analyzing model results and the MERCOSUR!3 Using the data base of the Global

influence that model assumptions have upon them. Trade Analysis Project (GTAP), the ERS model has
four commodity sectors: products of agriculture and
food processing, minerals  and materials,
manufactured goods, and services. By creating a

Dynamlc MOde|S N the residual geographic aggregate (‘the rest of the
world”), the model allows for an analysis of

StUdy of Trade U.S.-MERCOSUR trade and other economic
Liberalization interactions in a global numerical framework. In

addition to showing that the elimination of tariffs
. between the United States and the MERCOSUR
The literature on DCGE-based assessments 0fwould significantly benefit U.S.-MERCOSUR trade,

trade liberalization began in the early 1990s. :
Goulder, Eichenberg, Jorgenson, and Ho pioneered '[heERS compared the results generated by the static

field by developing intertemporal models with and dynamic modeling approaches. By taking

. . . . economic developments over time into account, the
forward-looking savings and investment behavior 10 oo of tariff reductions on sectoral output under
analyze trade policy alternatives. For details, see

Goulder and Eichenberg (1992), and Jorgensen an r;et_ dyr}_famtm _applrlo?ch con§|s|tentl¥ e>écetﬁd_ed ﬂ:he
Ho (1993). Moreover, Baldwin performed alc erects in af our mode” sectors, Do In the
. . . . United States and the MERCOSWRThe dynamic

multi-sectoral, dynamic analysis to address issues of

capital movements and accumulation in the context of version also allowed for calculations that could not
Eu?o ean integration (1990-1994). Keuschnigg and be performed under the static version. For example,

P gration | oy 9g an the study indicated that a complete elimination of
Kohler made a significant contribution by including

imperfect competition in DCGE models. For details tariffs _between  the United_ States and _the
see, Keuschnigg and Kohler (1994). MERCOSUR would lead to an increase in the share

of manufactured products among U.S. exports to the
Despite these achievements, attempts to useMERCOSUR from 49.33 percent in the base year to
DCGE models to assess the consequences of trad®5.89 percent after an adjustment period. For details
liberalization  remained  limited. Harrison, on this ERS project, see Diao and Somwaru (1996).
Rutherford, and Tarr complained with reason in 1995:
“While the dynamic effects of trade liberalization and
the Uruguay Round are often described, they are
rarely  estimated!2  However, the recent
developments in trade policy modeling are signs of . : :
notewoprthy progress in F’ihis )éiomain. ql’he follgwing countries will be virtually complete by 2004, the date

discussion summarizes these developments and pointQf comp_lete |mplementat_|on. The St”dy compared its
own estimates of post-implementation steady state

out the advantages of using the dynamic instead of the , X . ; .
static approach. growth rates with estimates derived by various static
CGE models. These comparisons indicate that static
Dynamic modeling of trade liberalization often models understate the economic growth enhancing
emphasizes the role of capital markets and investmenteffects of the agreement for all three countries,
since this is the most essentially time-sensitive especially for Mexico (Kouparitsas, 1997).
behavior and is lacking from static models. For _ . . . .
example, in their dynamic U.S. model Ho and McKibbin (Australian National University and the

Jorgenson (1997 and 1994) estimate that global tariff Brookings Institution) quantified the impact of trade
removal would Ie_ad to a real U.S. consumption gain 13 The Southern Common Market (MERCOSUR)

of 0.16 percent in the first year, but a 0.82 percent includes Argentina, Brazil, Paraguay, and Uruguay. It is
gain in the long run. The important feature leading to the second largest trading bloc after NAFTA in the
higher long run gains is that trade liberalization brings Western Hemisphere. For a description of MERCOSUR,

down the price of capital goods, leading to higher S€€ Rivera, A.S., “After NAFTA: Western Hemisphere
. ! . Trade Liberalization and Alternative Paths to Integration,”
growth of investment, output and consumption. The Social Science Journpalol. 32, no. 4, pp. 389-9407,

The Economic Research Service (ERS) of the October 1995.

. 14 For example, based on the assumption that all
U.S. Department of Agriculture (USDA) developed a uifts \were eliminated in both the United States and

model to analyze the consequences of a possible trad@IERCOSUR, the annual rates of sectoral growth in the
agreement between the United States and theuUnited States under the dynamic system, with rates
generated under the static system shown in parentheses,

Kouparitsas (Federal Reserve Bank of Chicago)
investigated the distribution of welfare gains arising
from NAFTA. The study showed that adjustment to
the trade agreement in the economies of the member

11 For Baldwin’s contributions in this domain, see were as follows: products of agriculture and food
references in Keuschnigg and Kohler (1994). processing, 2.19 (0.54); minerals and materials, 1.23

12 Harrison, Rutherford, and Tarr in Martin and (0.40); manufactured goods, 2.25 (0.99), and services,
Winters (1995) p. 233. 0.97 (-0.22).
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liberalization under the Asia-Pacific Economic analyzed the effects of real devaluation on
Cooperation (APECP regional grouping (McKibbin,  investment in selected developing countries, taking
1996 and 1997). The analysis revealed that benefitsinto consideration the unequal intensity of capital in
from trade liberalization may accrue even before it is the various producing sectors (Benjamin, 1996A).
implemented, by generating an increase in the globalTseng (U.S. Department of Energy) studied the
capital stock (McKibbin, 1997). It also relationship between economic growth and
demonstrated that the package and timing of gnyironmental issues (Tseng, 1996). At multilateral
macroeconomic policies that coincide with the gqqni7ations, Devarajan and Zou (The World Bank)
introduction of trade liberalization play yltal_roles N osearched the role of increased exports in economic
g‘nea%\:ggge%?wm and welfare enhancing impact of development (Devarajan and Zou, 1996), and Petri
' (OECD) researched the relationship between trade

policies and direct foreign investment (Petri, 1997).

I I At academic organizations, Mercenier (University of

Related AppllcaUOnS Montreal) explored the role of trade and investment
DCGE models have been used to analyze manyin the structural changes of heavily-indebted
different aspects of international trade and its dynamic developing economies (Mercenier, 1997); and

interaction with economic growth. At U.S. Bagnoli (The Brookings Institution),  McKibbin
Government ~ organizations, Benjamin  (USITC) (Australian National University and The Brookings

15 For a description of the Asia-Pacific Economic Institution), and Wilcoxen (University of Texas)

Cooperation (APEC), sethe Year in Trade: OTAP 1993  explored global economic prospects and structural
USITC, no. 2769. changes (Bagnoli, McKibbin, and Wilcoxen, 1996).
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PART Il
Critical Assessment of Literature and
Empirical Explorations






CHAPTER 5
Critical Assessment and Summary of
Empirical Extensions

conditions strongly influence the long-run rate of

Introduction

economic growth

in a given country. These

This chapter provides a critical assessment of the conditions include the following:

literature surveyed in Part |, summarizing the
principal conclusions of practical value to

policymakers and discussing the limitations of
existing work. It is not within the scope of the

current investigation, nor is it practically feasible, to
undertake new empirical research that would
definitively settle the outstanding issues surrounding
the dynamic effects of trade liberalization.

Nonetheless, the USITC has identified certain areas in
which an examination of the evidence may yield
insights beyond those currently available in the
existing literature. The results of those empirical
explorations are briefly summarized in this chapter,
and presented in full detail in chapters 6 through 10.

While many theoretical arguments have been
advanced for a linkage between trade liberalization
and economic growth, the available empirical
evidence on this relationship is relatively
inconclusive. This is due both to the likelihood that
the growth effects of trade liberalization are relatively
small compared with other determinants of economic
growth, and to the fact that the concept of “openness”
is difficult to quantify objectively. The USITC’s
critical analysis of the available literature indicates
that attempts to identify trade liberalization’s indirect
impact on economic growth, through its influence on
the primary determinants of economic growth, offer
relatively good prospects of uncovering new evidence
of the relationship between trade and growth. Such
attempts are a primary focus of the empirical
explorations in part Il.

Lessons of the General
Literature on Economic
Growth

Conditions Under Which
Growth Takes Place

It is well established, both theoretically and
empirically, that the presence or absence of certain

A high rate ofinvestment in physical capital,
including investment in machinery, equipment,
and structures. While some portion of this
investment may be financed by foreigners,
through either direct or portfolio investment, in
practice the bulk of domestic capital investment
must be financed bglomestic savingswvhich
implies that a high rate of savings is an essential
feature of economic growth.

A high rate ofnvestment in human capitale.,
in the productive abilities of individual

workers. The formation of human capital
includes formal education, on-the-job
experience, training, and, particularly in

developing countries, some aspects of bodily
health.

A relatively rapid rate oftechnological
progress including the invention of new
products and processes, the application of
recently invented products and processes to a
wider range of economic activity, and the
conservation of resources in the production
process. The level dbrmal R&D activitiesis

an important determinant of the rate of national
technological change, though such activities are
by no means the exclusive vehicle by which
technological progress takes place.

A pattern ofinstitutions and incentiveshich
encourages the accumulation of physical and
human capital, and rewards technological
progress. At its most basic level, this includes
the establishment of threle of law(including

the enforceability of business contracts) in
place of autocratic or bureaucratic whim, and
the protection within law ofwell-defined
private property rights including rights to
intellectual property as well as physical
property. In a country in which the rule of law
and private property rights are already well
established, fiscal decisions are the main
channel through which government policy can
affect the rates of physical and human capital
accumulation and the rate of technological
progress.
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This (not necessarily exhaustive) list of the statistical attempts to explain why some countries
principal determinants of economic growth is grow faster than others. Most such efforts have
considered uncontroversial. For the present purposeyielded weak or inconclusive results. Many of the
it is important to recognize that the strength of many outstanding exceptions have employed a measure of
key determinants of economic growth is influenced openness devised by Sachs and Warner (1995), which
primarily by factors other than trade liberalization. g highly correlated with growth.

The rate of savings, for example, is strongly affected
by the age structure of the population and the local
availability of a variety of financial assets. Decisions The relatively weak performance of most
about the schooling of children, especially girls, are statistical attempts to demonstrate that greater
heavily influenced by social and cultural factors. economic growth is induced by larger trade flows, or
Countries may attract foreign investment simply more liberal trade policies, has several sources. First,
because they are well endowed with natural resourcesmany of the most significant determinants of
Civil wars and insurrections may cripple a country’s economic growth may be unrelated to trade policy, as
ability to establish the rule of law or effective private discussed above. In addition, the degree of
property rights. Such circumstances, often having a“gpenness” or trade liberalization in a national
dramatic effect on national living standards and economy has proved difficult to measure objectively.
growth in living standards, are largely unaffected by ag discussed in chapter 3, countries which are
trade policy. relatively “open” according to some statistical
measures appear relatively “closed” according to

others, and no single statistical measure captures in a
Endogenous Growth very sensitive way all of the practical differences

The debate between theoretical models of the between trade policies.
economy exhibiting either “neoclassical’” or Although the Sachs-Warner measure of openness
“endogenous” growth appears to say much about thediscussed above is strongly correlated with economic
potential usefulness of trade policy in enhancing growth, it is fairly imprecise as a measure of
growth. But on closer inspection, the practical liberalization. It categorizes a country at a point in
content of this debate for policymakers is less time as absolutely “open” or “closed,” using
dramatic. In endogenous growth models, any indicators that capture many policy decisions
improvement in economic efficiency translates into a countries make beyond trade policy. It makes no
permanent increase in the rate of economic growth. If distinction, for example, between the degree of
these models are superior reflections of reality, they “openness” of the United States, the Republic of
imply that those advocating efficiency-enhancing Korea, and India in the mid-1990s. While the
policies (such as trade liberalization) are justified in Sachs-Warner measure captures the effect of such
attributing to these policies the compound-interest radical reforms in economic policy as the fall of
effects of higher growth rates, and thus a bigger *bang communism or the Latin American response to the
for the buck.” But as the review in part | makes clear, 19g0s debt crisis, it is relatively unhelpful in

the empirical evidence on the relative merits of assessing the impact of the smaller practical steps

endogenous versus neoclassical growth models is atqyarq [iberalization which are the everyday topic of
best inconclusive. In addition, neoclassical models

admit the possibility that a sufficiently large trade trade policy discussions.
liberalization may induce enough economic growth,

for a long enough period of time, to be of interest to : :
policymakers. Indirect Linkages Between
Trade and Growth

' - The literature review in chapter 3 uncovered some
Crlthue Of the Emplrlcal relatively strong evidence for higher rates of capital

Literatu re on Trade and investment in more open economies. Since the rate of
investment is perhaps the leading determinant of the

GrOWth rate of economic growth, the linkage of openness to

growth through the channel of higher investment
offers a likely prospect for generating new evidence

. of the effects of trade liberalization on the rate of
Direct Tests Of the economic growth.  National investment may be

Trade-GrOWth Re|ati0nship financed either through national savings, or from
abroad through the importation of capital (foreign

Part | reviewed some of the numerous efforts to investment). National savings is by far the largest
include measures of trade, or trade liberalization, in component of national investment, but the relationship

5-2



between openness and national savings has beempenness, human capital accumulation, and growth for
relatively unstudied empirically. In extension of this a cross-section of countries.
discussion, chapter 6 is devoted to an empirical
exploration of the relationship between openness and  Finally, chapter 3 examined some of the evidence
national savings. that growth in global trade has outpaced growth in
global incomes in recent decades, and that trade has
Chapter 3 also discussed some relatively recentshifted significantly among categories of goods. While
studies of the effect of foreign-funded investment this disproportionate growth is frequently attributed to
(particularly direct investment) on economic growth. postwar trade liberalization, a significant part of
Evidence is accumulating that the growth effects of recent trade growth appears linked to the special role
foreign direct investment exceed the growth effects of of traded goods in the demand of consumers with
an equivalent value of domestic investment. This growing incomes. The understatement, in many
result is generally attributed to the superior analyses, of the demand-side linkage from growth to
technological capabilities of multinational firms. trade leads to a potential understatement of the gains
Flows of direct investment respond both to trade from trade liberalization, though the precise
liberalization and to direct liberalization of foreign mechanism through which such gains operate is not
direct investment. The response of direct investmentyet clearly understood. In a further assessment of the
to trade liberalization is particularly complex, since magnitude and distribution of this effect, chapter 10
direct investment is often functionally linked to flows examines evidence on the sensitivity of international
of merchandise trade but can also act as a substitutéarade to economic growth at the global level, the
for trade flows. In a related discussion, chapter 7 national level, and for particular industries.
explores the response of direct investment to both
investment liberalization and trade liberalization, Chapter 4 looked at the performance of recent
using recent data on U.S. direct investment abroad.  attempts to simulate global economic growth and the
growth consequences of trade liberalization, by means
Chapter 3 also reviews the empirical literature on of dynamic computable-general-equilibrium (DCGE)
the relationship between trade and technological models. DCGE modeling of trade liberalization is still
change. It has been argued that increased importdn its relative infancy, but shows promise as a tool for
promote technical efficiency, by increasing examining the potential interactions between trade and
competitive pressure on less efficient firms. It has economic growth. Some results from economists’
also been argued that the acts of exporting andcurrent investigation of the process of economic
importing themselves serve as a conduit for growth, and of the relationships between trade and
cross-border flows of technological information, by growth, have been incorporated in CGE models.
exposing firms to information about world markets Recursive models in particular have included elements
and to the technological knowledge of their customers of productivity growth and the growth of labor skills.
and/or suppliers. Finally, technologies are purchasedSome have focused on the international aspects of
and sold directly across borders, and the extent ofthese factors, but have pointed out the gap between
these purchases is influenced by the degree ofempirical evidence and the formulations used in
intellectual property protection granted to foreigners. simulation models. The principal focus of fully
While some researchers have generated evidence fodynamic simulation models has been to incorporate
positive linkages between trade and technological the dynamic behavior governing physical capital
advance, others have failed to find such linkages. accumulation. Some initial attempts have been made
Chapter 8 analyzes data on trade flows, tariffs, andto capture the peculiarities of foreign direct
manufacturing productivity in OECD countries in investment (Petri (1997)), but the question of how
search of new evidence on this topic. best to model FDI remains open. Similarly, others
(Chenery et al., (1986) and Ho and Jorgenson (1997))
Human capital formation is also an important have attempted to include the historical tendencies of
determinant of economic growth, as discussed above.trade to grow faster than income, and for trade and
Many of the circumstances giving rise to incentives consumption to shift among sectors as income rises
for physical capital formation can also promote (as discussed in chapters 3 and 10). Nevertheless, a
human capital formation. Trade liberalization tends to number of difficulties remain in reconciling empirical
increase the rewards to human capital, both by evidence on trade and growth with dynamic model
increasing the purchasing power of household formulations that track recent history to a satisfactory
incomes and by enhancing the global marketability of degree and capture the relevant interactions in a fully
goods and services produced using human capital.dynamic solution. This poses important unresolved
The available empirical research on linkages betweenproblems for attempts of DCGE modelers to provide
trade and human capital is limited. In an attempt to plausible forward-looking projections of trade growth
address this gap, chapter 9 examines evidence orand income growth simultaneously.
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Summary Of the Results Of by the ratio of trade to GDP and by the number of

. ) years during which the country was open according to
Emp|r|ca| Exp|0rat|ons the Sachs-Warner index, accumulated over five-year
periods. The analysis confirms that higher-income
Empirical analysis was conducted to determine the countries save a higher percentage of their income, as
impact of trade, and its liberalization, on various do more rapidly-growing countries. The effect of
principal causes of economic growth, including high dependency ratios in depressing the savings rate
investment, technological change, and human capitalis most clearly observed for rapidly-growing
formation. The linkage between trade and investment countries.
was studied in separate examinations of trade and  thg gnalysis leans weakly in the direction of a
domestic savings (since domestic savings is the ygjtive correlation between openness and the savings
primary means of financing investment in MOSt a0 This correlation is not completely robust.
countries) and trade and foreign direct investment \yhether openness is measured by the share of trade in
(since FDI is particularly linked to trade and may Gpp or by the Sachs-Warner index, the ability to find
have additional benefits for economic growth). 5 yoitive correlation between openness and savings
Empirical analysis was also conducted on the jenends on the group of countries being analyzed and
tendencies or international trade to grow faster thanha manner in which the other determinants of savings
income and of the composition of consumption and 4re iniroduced. The effect of openness appears to
trade to evolve over time. vary with the rate of economic growth. For more
These empirical analyses took into account rapidly-growing countries, a high openness rating
variables other than trade, and its liberalization, which according to the Sachs-Warner index appears to
are relevant for each stage of the analysis, such as th@romote a higher savings rate, while openness and
role of R&D spending in the relationship between economic growth may have a weak negative
trade and technological change, and the role of correlation for slow-growing countries.
relative prices in the relationship between income
growth and trade growth.

The results of each of these econometric U.S. Dlr_eCt In_ves_tment Abroad,
investigations may be relevant to dynamic simulations Trade Liberalization, and FDI

of the impact of trade liberalization in growing . . .
economies. These include, in particular, the findings Liberalization
that more open trade and FDI policies are linked to Chapter 7 analyzes the stock of U.S. direct
greater FDI flows; the possibility of an association j,yestment abroad in 1993, both in the aggregate and
between trade liberalization and more rapid py proad industrial groupings. Differences among
productivity growth in manufacturing; a potential yarious potential locations for U.S. FDI in terms of
positive effect of liberalization on labor force growth, e host country’s openness to trade and, separately,
operating through the female labor force participation openness to direct investment, are quantified using a
rate; and the feedback relationships between economicsurvey of executives reported in thaVorld
growth and the volume and structure of international Competitiveness Report. Potential determinants of
trade and global consumption.  Each of these gp| examined include host country GDP, the rate of
relationships can be potenu_ally gxploned_ in dynamic inflation, wages paid by U.S. multinationals in
models and would tend to give higher estimates of the gitferent countries, historical profitability levels of
gains from trade liberalization. affiliates, and distance between the United States and
The results of the Commission’s empirical the host country. The analysis confirms that U.S. FDI
explorations are contained in chapters 6 through 10is concentrated in countries with large economies and
and are summarized below. in countries geographically closer to the United States.

U.S. direct investment abroad is more strongly

. attracted to countries with both open FDI policies and
Savings and Trade open trade policies. The strength of the measured

Liberalization FDI effect is surprisingly large. The effect of open
trade policies in stimulating FDI suggests that trade
Chapter 6 examines the determinants of the rate ofand FDI tend on balance to be complementary. Open
domestic savings for a large sample of countries overtrade policies appear to be attractive for U.S. direct
the period 1970-95. The determinants of savings investments in manufacturing and services, but have
include the level of per capita GDP, the rate of real no discernible impact for U.S. FDI in the petroleum
economic growth, and the dependency ratio (definedindustry. = However, U.S. investors are strongly
as the ratio of persons under age 15 to theattracted to open FDI policies in all industries
working-age population). Openness is measured bothexamined.
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Technological Progress in secondary school enrollment and female labor force
. participation.
OECD Manufacturing and o
The female labor force proportion is positively

Trade Liberalization associated with openness after taking account of
. ) _income and the dependency ratio, regardless of which
Chapter 8 examines the determinants of growth in measure of openness is used. This suggests that as
manufacturing productivity for a sample of thirteen economies become more open to international trade,
OECD countries and eighteen manufacturing sectorsthe ratio of workers to total population increases, with
during 1980-91. A number of alternate productivity positi\/e effects on per Capita income. The
growth measures are analyzed. The average tariff ingachs-Warner measure of openness is uncorrelated
each manufacturing sector during the late 1980s iswith either schooling or urbanization, while the ratio
used as a measure of trade policy. The ratio of of trade to GDP is positively associated with

exports to output and the ratio of imports to apparent yrbanization and weakly but negatively associated
consumption are used as measures of trade flowswith schooling.

The analysis considers the impact on productivity
growth of research effort in each country and industry,
as well as the tendency within sectors of

low-productivity countries to converge in productivity
to the countries with high levels of productivity. Trade and Income GrOWth

Analysis confirms that low-productivity industries in Chapter 10 examines evidence on the tendency for
the OECD, relative to similar industries in other trade to grow more rapidly than income, using several
countries, experience more rapid productivity gains tynes of data. Estimates of the elasticity of demand
and that a stronger research effort is associated withfor imports with respect to income were generated for
greater productivity gains. a number of countries. Controlling for relative price

High-tariff sectors tend to have low productivity MOVEMENts, in many countries imports grow more
growth, while low-tariff sectors tend to have high than proportlonately_wnh respect to income, while in
productivity growth. The negative correlation between SOMe countries, imports have grown r_oughly
tariffs and productivity observed in the raw data is Proportionately with income. As a “best estimate,
broadly confirmed in the econometric analysis, but is controlling for relative prices, every one percent
statistically significant only for some measures of increase in real global incomes has induced
productivity. A positive association between export approximately a 1.8 percent increase in global trade.

performance and productivity growth appears to be  Estimates at the global level of the gross income
somewhat stronger. There is no observable relation-g|asticity of trade in particular sectors (uncorrected for
ship in the data analyzed between import penetrationprice movements) during 1983-89 reveal that for 16 of
and productivity growth.  Chapter 8 includes a tne 20 largest 4-digit SITC categories in international
discussion of the extent to which causation from tade trade grew faster than income, and in many
productivity to trade, or from trade to productivity, cases several times faster than income. These
may account for the observed relationships. categories account for about 31 percent of global
trade, and are concentrated in transport equipment,

machinery (particulary electronics), and apparel.

] Examining the differences in consumption patterns

Trade, Human Capltal between high- and low-income regions in 1992, it
; turns out that the categories of trade which have

Accumulatlon, and Labor Force grown particularly rapidly also weigh more heavily in
Growth the consumption budgets of higher-income countries.
This suggests that an important part of the recent

Chapter 9 examines, the linkage between humanrapid growth in world trade is due to shifting

capital as measured by secondary school enrollmentconsumption patterns.  Along similar lines, an
rates, the rate of urbanization, and the proportion of estimate of the demand for U.S. exports of machinery
the labor force which is female and openness asand transport equipment (SITC 7) indicates that for

measured by the Sachs-Warner index and the ratio ofevery $1 increase in rest-of-world income, U.S.
total trade to GDP. The analysis takes into accountexports in these categories increased by $1.65. This
the level of per capita income and the dependencyestimate utilized an econometric procedure due to

ratio. High-income countries tend to have higher rates Deaton and Muellbauer (1986), which is particularly
of urbanization and secondary school enrollment, well suited to representing relationships between
while countries with a high ratio of children to demand and changes in income and price in a manner

working-age adults tend to have lower rates of both consistent with economic theory.
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CHAPTER 6
Openness and Saving

Hyp0theSiS TeSted over the life-cycle, that is, the average propensity to

save out of lifetime income. Growth effects influence
Domestic sa\/ings, as shown in part I, is the the timing of household saving. If a household
primary source of funding for domestic investment in increases consumption (reduces saving) in one period
most countries. The studies reviewed in chapter 30nly to reduce consumption (increase saving) by a
examined the key variables that determine savingscorresponding amount in a later period, only the
behavior in developing and developed countries. timing and not the level of saving is affected. Factors
However, the focus of these studies was not on howthat affect the timing of saving influence the
trade liberalization influences savings behavior in aggregate saving function by changing the mean age
these countries, although a few examined the Of consumption |(c) relative to the mean age of
relationship between savings and exports.  This €arning fly). The mean age of consumption can be
chapter provides an econometric investigation of the defined as the weighted average age of the typical
impact of trade liberalization on savings behavior, household, the weights determined by annual shares
given the influence of variables such as age of lifetime Consumption for such a household. The
distribution, per capita income, and the growth rate of mean age of earning is similarly defined. Factors that
GDP, for a sample containing 74 developed and affect the timing of household saving work
developing countries. interactively with the real GDP growth rate. If two
The basic hypothesis is whether domestic saving countries have the same difference between the mean
age of consumption and the mean age of earning, the

is associated with trade openness. This hypothesis i, i with the higher growth rate can be expected
tested by estimating domestic savings rates in the,[O have a higher savings rate

context of a variable rate-of-growth model of ) o -
life-cycle saving. The impact of trade liberalization Savings behavior is specified as follows:

on savings behavior is measured by two indicators of 6.1  In [1/(1-Saving)] = L + Growti( -Hy)

openness: the Sachs-Warner index and the trade ratio.

As defined earlier in part I, the Sachs-Warner index is where L is the level effect andudfuy) is the

an indicator of whether a country is “open” in a given difference between the mean ages of consumption
year, while the trade ratio is the ratio of total trade and earning.

(exports plus imports) relative to GDP. It is expected
that the trade ratio will capture gradations of trade ¢,
liberalization that are not possible to capture with the
Sachs-Warner index. Both openness measures aré2 L=WB
expected to have a net positive association with

savings rates. 6.3 Hc-py =WO

It is assumed that L andudpy) are simple
ctions of social and economic characteristics, W.

The variables included in W are a constant term;
the dependency ratio, D14; real per capita income,
BaCkground PCY; real growth in GDP, g; and openness indices,
. . L Ol, alternatively the Sachs-Warner index, SW, or the
The model used in this section is based on the

. ; . trade ratio, TR.
variable rate-of-growth model of life-cycle saving of o ,
Fry and Mason (1982) and extensions of that model in  Combining (6.1), (6.2), and (6.3) yields the
Collins (1991) as reviewed in chapter 3. The current following equation for estimation:
investigatior! is intended to augment _this modell to — 1 Fry and Mason and Collins derive an aggregate
assess the impact of openness on savings behavior iRonsumption function in logarithmic terms.

developed and developing countries. Ln[1/(1-Saving)] = -Inc by definition, where c is aggregate

. - . consumption. As noted by Fry and Mason (1982), Collins
This type of model distinguishes between level (1991), and Kang (1994), In [1/(1-Saving3]Saving at

and growth effects on saving. |_—€‘V€‘| eﬁeCtS_inVC)'Ve moderate levels of saving. For example, if Saving = 0.2,
factors that affect the share of income that is savedin [1/(1-Saving)] = 0.223.
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6.4 In[1l/(1-saving)] $g + B1D14 +Bo,PCY +[330I exception of the Sachs-Warner openness index. The
+ (g + 51D14 +3,PCY +530l), base sample includes all countries in tNeéDI
database with population greater than 1 million for
where the variables are as defined above, an@@ghe Wwhich the savings rate is available for almost all of
and ds are coefficients to be estimated. The the years 1970-95, oil exporters excluded, for a total
right-hand term in parentheses captures the of 74 countries. Limited analysis was also performed
interaction of growth with dependency and per capita on four subsamples of the base sample: (1) 17
income. A partial guide to interpretation of results developed countries; (2) all (57) developing countries;
follows. (3) 23 developing countries in sub-Saharan Africa;
and (4) 34 developing countries outside of sub-
Saharan Africa. All variables are entered as averages
over successive 5-year periods except for the
dependency ratio and the Sachs-Warner index, as

growthan he sangs rat < constantand cauato | SOSET SEIOw WS nue e navie, o
If &1 is negative, then the effect of growth on saving 9 9 9 P

is smaller at higher dependency ratios. o is 5-year period was taken. The savings rate (Saving)

i A is defined as the ratio of gross domestic saving to
positive, then the effect of growth on saving is larger 3 ' ; . , .
at higher levels of openness. In addition, the net (?isDcFl)jssedln ;rt;gvgvnh Savtir;egoretigal tr%%g?gﬁ:ggonsas
effects of openness, dependency, and per capit . ' .
income are influenced by the growth rate. Fora]n [1/(1-Saving)] to serve as the dependent variable,

example, the net effect of openness (Ol) on saving isWhere In is the natural logarithm.

As can be seen from equation 6.4, the value of the
coefficient of g is influenced by the coefficienig
throughds, along with associated variable values. For
example, ifd; throughds are all zero, the effect of

positive, the effect of openness on saving will be

. 2 The last “5-year” period is 1990-95, which actually
larger at higher growth rates. includes 6 years.” Many of the missing data points
As shown in chapter 3, studies of the effects of occurred in this period.

L . 3 Life cycle models of consumption and saving
age distribution (such as the D14) on saving re""Ch‘Edconcentrate on household behavior. Ideally, measures of

mixed conclusions as to its sign and significance. jncome, consumption, and saving used in testing aspects
Therefore, the expected sign Bf is not clear, since  of life cycle models should be based on household

an increase in the share of the population under 15income, consumption, and saving. Consumption and
could lead to both positive and negative effects on Sa¥ind ;#tt 5’5&55%3;2'%?{332?'dﬂfZTfhaéZténZ?eS“res
saving. It may raise thg I|fet|m_e consumption (.)f available for a limited number of countries and for a
households, thereby reducing saving, or it may raise imited number of years. The limitations would tend to
the share of lifetime earnings left as bequests. On thebias the sample toward developed and more advanced
other hand, the expected signdafis negative, since  developing countries. The use of gross domestic saving is
an increase in the dependency ratio is likely to reducecommon in the literature even though it includes

. S government saving, business saving, foreign saving, and
the mean age of consumption, with little effect on the depreciation (which is actually dissaving and extremely

mean age of earnings in an economy, implying a gifficult to measure). There is some indication that

lower savings rate, provided there is positive real nonhousehold saving is minimally correlated with

growth. The expected sign @b is positive, since  explanatory variables used in the literature, meaning that it
countries with higher real incomes tend to have fewerLS aCCﬁp}g\ble to use gross aggfegate Oslav'“lgf'” plellce of
i ; : : ousehold saving in regressions based on life cycle
Iquldlty restraln.ts and prpplems with SUbS'Sten.ce' models. See Fry and Mason, pp. 432-3, for further
which make saving more difficult. The expected sign giscussion.

of & is not clear, although Collins (1991) found a There are conceptual and practical problems in
significantly negative effect. The expected signfpf  measuring saving in developed economies, such as those
and &; are positive, since greater openness shouldmentioned above, and these are compounded in

. - il developing countries where record keeping is less rigorous
increase the return on saving and the reliability of that and much economic activity is “off the books.”

return. Commenting on saving as measured in the U.S. national
income and product accounts, David F. Bradford (1991, p.
16) says that “the saving measures are neither those that
the microeconomic theory of consumption explains nor
Da-ta and MethOdOIOQy those appropriate to assess national economic
performance.” Much of the saving that is important for

economic growth and development is channeled into
investment in human capital. Anne O. Krueger (1991, p.

Data 374) has stated that “If savings were defined to include
expenditures (and forgone income) on human capital
All data are from the World BankWorld formation, the savings rates used in our growth equations

Development Indicators 1997(WDI) with the would look quite different.”
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population under 15 years of age to the working-age together with points one standard deviation above
population, (that is, the population aged 15-6%2) and below the mean, indicating the distribution of
per capita income (Income) defined as gross countries at each value of SW. As noted above,
domestic product per capita in constant 1987 U.S.countries are heavily concentrated at the extreme
dollars, entered as the natural logarithm; (3) real values of 0 and 5. There is a generally positive
growth (Growth), which is the growth rate of GDP relationship between the savings rate and SW.
in constant local currency; (4) the 5-year Figure 6-2 shows a direct plot of savings rates
Sachs-Warner index (SW openness, or SW), which isversus the trade ratio. Countries are concentrated at
the sum of the Sachs-Warner index over the 5-yeartrade ratios below 1 with no overtly visible
period (the Sachs-Warner index takes a value of 1 inrelationship between saving and openness in that
a year that a country is considered to be “open” andrange of trade ratios, but there is a clear relationship
0 otherwise (Sachs and Warner (1995))); and (5) thebetween higher trade ratios and higher savings rates
Trade Ratio (TR) is the ratio of the sum of imports for countries when trade ratios are above 1.

and exports to GDP.

Means and standard deviations of the data are
shown in table 6-1. The mean value of the Methodo|ogy
dependency ratio (0.696) indicates that, on average,
the under-15 population is less than the working-age  Estimates were made using ordinary least squares
population. It should be noted, however, that the (OLS) and fixed effects techniquesEstimates were
dependency ratio can take a value greater than onenade using a White heteroskedasticity correction.
since the denominator is the working-age population Estimated coefficients made with and without this
rather than the total population. It is not unusual for a correction are identical. Estimated t-statistics made
“young” country to have an under-15 population that with and without the correction are of similar
is larger than its working-age population. The magnitude. F-tests show the fixed effects for
Sachs-Warner openness variable can, in fact, take onlyindividual countries to be statistically significaht.

6 values—the integers 0 through 5. The actual 5 Fixed-effects models attempt to control for the
distribution 1S concent_rated at 0 (closed_ln all 5 years) existence of time and/or individual specific characteristics
for developing countries, and 5 (open in all 5 years) getermining the independent variable which are

for developed countries, with a substantial scattering unobservable to the investigator and are either fixed or

in between. The trade ratio can take values greaterconstant. In other words, for each identified group in the
than one. This is often the case in small countriesSample (country, industry, household, etc.) there are
characteristics that are unobserved by the investigator, but

that engage in a large volume of trade, such as Hongare important in explaining the dependent variable.

Kong and Singapore. Ignoring the potential presence of these group effects may

Figures 6-1 a.nd 6-2 show the simple relations_hips Ieadet\(ljvr?iltaeS((e%gggl.ma'l&tﬁgWhite procedure corrects for
between the savings rate and the openness Va”able%roblems associated with the estimation error variance
SW and TR. Figure 6-1 shows mean savings rates abeing correlated with one or more of the explanatory

each value of the Sachs-Warner openness variable  variables or the variable to be explained. The White
correction procedure uses the sample data to generate
4 Other measures of dependency used in the literature statistically consistent standard-error estimates, even in the

include the ratio of the under 15 population to total presence of unknown forms of heteroskedasticity.
population, the ratio of the under 15 and over 65 7 The terms “significant” and “significance” mean
population to the working-age population, and the ratio of statistically significant and imply there is a relatively high
the under 15 and over 65 population to the total probability, for example 90 or more in 100, that the
population. The measure used in the present study is the relationship between the variables would not have
same as the measure used by Fry and Mason (1982). occurred by chance.
Table 6-1
Description of data

Standard
Variable Mean deviation
Saving (ratio t0 GDP) .. ..o i 0.169 0.100
Dependency (ratio to working—age population) .............. ... ... . ... 0.696 0.229
Income (per capita, constant 1987 U.S. dollars) .............. ... 3,790 5,940
Growth in real GDP (annual percent) ...t 3.74 3.05
Sachs—Warner openness (See text) ... ...t 2.15 2.39
Trade Ratio (ratio to GDP) ... .. o i e 0.612 0.453

Source: See text.
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Figure 6-1
Savings rate vs. openness, as measured by Sachs-Warner index
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Source: World Development Indicators (1997) and Sachs and Warner (1995).
Figure 6-2
Savings rate vs. openness, as measured by trade/GDP ratio
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Since growth and income are indirect functions of significant in equation 1, but not in equation 3, and
saving, perhaps with a lag, it is possible that there areperversely significant in the level term in the fixed
problems with endogeneity. Such problems can effects regressions (equations 2 and 4); the TR
generally be overcome with regressions using variables are not significant in equation 5, 6, and 8,
exogenous instrumental variables. Instrumental but TR is significant in equation 7. There is a
variables regressions were not performed because theimilar mixture of significances of the openness
variables that are appropriate as instruments arevariables in regressions done on the previously
available only for a subset of the countries in the datamentioned subsamples (not reported). Therefore, the
set used. The countries in this subset would tend tosign and significance of the effect of openness on
constitute a biased sample of developed andsaving depends on the model specification and the
higher-income developing countrigs. data sample.

Interpretation of the net effects of the interaction
ReSUItS terms as estimated in equations 1 anc_j 5 are shown in
table 6-3. The effect of growth on saving is estimated
Results are reported in tables 6-2 and 6-3. Tableto be higher at higher levels of SW and TR, but lower
6-2 reports twelve equations for the full sample of 74 at higher levels of dependency (D14) and income
countries with three groupings—one grouping with (PCY). For example, consider the net effect of
the Sachs-Warner index as the openness variablegrowth on developed countries and countries in
(equations 1-4), one with the trade ratio as the sub-Saharan Africa shown in table 6-3. At sample
openness variable (equations 5-8), and one without anaverages of D14, PCY, and SW, each percentage point
openness variable (equations 9-12)Within each of growth is estimated to add 3.87 percentage points
grouping, the first two equations include interaction to the savings rate in developed countries versus 1.77
terms and the second two do not. The first and third percentage points in countries in sub-Saharan Africa.
equations within each grouping are OLS estimates, theAt sample averages of D14, PCY, and TR, each
second and fourth are fixed effects estimafes. percentage poi_nt of growth is _estimated_to add 3.26
Results without openness variables (equations PErCENtage points to the savings rate in developed
9-12 in table 6-2) are similar to those reported by Sountries —versus —1.83 ~ percentage ~points in
Collins (1991). Most notably, the level effect of SUb.' Saharan Af_nc_a. The net effect of growth on
dependency (the coefficient of “Dependency” in saving was statistically significant in all of the cases

equations 9-12) is not significant in any of the 'ePorted.

regressions, but the growth effect (the coefficient of The net effects of SW and TR are also shown in
D14eg in equations 9 and 10) is significantly negative. taple 6-3. Consider the effects of SW and TR,
This same pattern is also present in the equations Withrespectivew, on Sa\/ing at three levels of growth_ At
openness variables (equations 1-8 in table 6-2). Thisthe average growth rate for the full sample, an extra
indicates, as noted in chapter 3, that in two economiesyear of openness as measured by SW is estimated to
with identical positive growth rates, savings will be subtract 0.1 percentage points from the savings rate, a
lower where the dependency ratio is higher. result not statistically distinguishable from zero. At a
Neither of the trade openness variables is higher growth rate (one standard deviation above the
consistently significant over the set of equations average growth rate), an extra year of openness adds
shown in table 6-2 and equations estimated from about 1.0 percentage point to the savings rate,
subsamples. For instance, the SW variables arealthough, again, this is not significantly different from
zero. At low levels of growth, there is a perversely
8 Not much appears to be lost by not using the negative effect of SW.  The net effect of TR is

:gggﬂmgmg: x:;:gg:g: tergt‘:gﬁj‘r% aﬁéyn%r;g ch:f?t”hgsed an statistically significant at average and high levels of
P growth, but not at low levels of growth.

ordinary least squares estimate [actually, what is being
called a fixed effect estimate in the present study] gives . .
virtually identical results.” Fry and Mason, p. 434. . In summary, a h|ghlshare of.trade In an economy
9 A similar pattern of OLS regressions was estimated 1S associated with a higher savings rate, particularly
for four subsamples: (1) 17 developed countries; (2) 57  for more rapidly-growing economies. However, for
developing countries; (3) 23 developing countries in major episodes of liberalization as characterized by
sub-Saharan Africa; and (4) 34 developing countries the Sachs-Warner index, there appears to be no

outside of sub-Saharan Africa. : . : . o
10 The inflation rate and real interest rate were also ~ Particular relationship ~between liberalization and

tried as explanatory variables, but were found not to be ~ Savings. The empirical relationship between liberal-
robustly significant. ization and savings thus remains an open question.
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Table 6-2

Effects of openness on saving

F-test
Number of Adjusted  for fixed
Equation  Specification =~ Openness Openness g Dependency Income Growth Dl4eg Incomeeg Constant observations  R2 effects
Sachs-Warner openness
1) oLS -0.014 0.356 0.020 0.055 3.73 -1.98 -0.203 -0.248 367 0.526
(2.71) (3.15) (0.338) (6.44) (1.76) (1.62) (0.925) (2.70)
2 Fixed effects  -0.010 0.098 0.016 0.125 1.96 -2.02 0.036 ©) 367 0.840 10.7
(2.13) (1.06) (0.210) (6.39) (1.02) (1.97) (0.193)
(3) OoLS 0.003 -0.048 0.042 1.35 -0.128 367 0.473
(0.837) (1.07) (6.74) (8.01) (1.84)
4 Fixed effects  -0.006 -0.063 0.132 0.655 ® 367 0.827 11.1
(2.21) (1.03) (5.97) (5.01)
Openness measured by the trade ratio
(5) OoLS 0.016 0.460 0.082 0.051 4.97 -3.28 -0.211 -0.296 367 0.525
(0.578) (1.00) (1.58) (6.09) (2.20) (3.23)  (0.878) (3.27)
(6) Fixed effects ~ 0.050 0.377 0.142 0.121 2.13 -2.55 0.052 ® 367 0.837 104
(1.28) (0.816) (2.03) (5.50) (1.09) (2.82)  (0.260)
(7 OoLS 0.055 -0.050 0.040 1.20 -0.141 367 0.509
(5.32) (1.26) (6.56) (7.44) (2.03)
(8) Fixed effects ~ 0.057 0.019 0.126 0.617 ® 367 0.824 9.91
(1.54) (0.346) (5.31) (4.71)
No openness variables
9) oLs 0.079 0.046 3.83 -3.41 0.037 -0.252 367 0.505
(1.49) (5.48) (1.71) (3.26)  (0.160) (2.73)
(10) Fixed effects 0.098 0.131 2.18 -2.50 0.071 ©) 367 0.835 10.9
(1.50) (6.07) (1.13) (2.77)  (0.378)
(11) oLs -0.058 0.043 1.39 -0.126 367 0.473
(1.46) (6.94) (8.21) (1.83)
(12) Fixed effects -0.013 0.137 0.632 ©) 367 0.823 10.8
(0.231) (5.92) (4.82)

1 Fixed-effects regressions include constant terms for each country, which are not reported.

Note: T-statistics are in parentheses. T-statistics and F-statistics indicating a significance level of .10 are in italics, those significant at .05 are in bold,
those significant at .01 or higher are in bold itlaics .

Source: See text.






Table 6-3
Interpretation of results

Net effect of growth on saving

0S/9g = 3.73 — 1.98D14

0S/9g = 4.97 — 3.28D14

Sample —0.203PCY + 0.356SW12 —0.211PCY + 0.016TR (from
(from eq. 1 in table 6-2) eg. 5in table 6-2)
Full sample 2.39 (3.30) 221 (3.01)
Developed countries 3.87 (4.24) 3.26 (3.54)
Developing countries 2.04 (2.66) 2.00 (2.55)
Sub-saharan Africa 1.77 (2.35) 1.83 (2.33)
Other developing countries 2.22 (2.84) 2.12 (2.67)

Net effect of openness on saving

Level of growth

0S/0SW = -0.014 + .3569
(from eq. 1 in table 6-2)

0S/0TR = 0.016 + 0.460g
(from eq. 5 in table 6-2)

High
Mean
Low

0.010 (0.991)
-0.001 (0.149)
-0.012 (2.37)

0.047 (4.16)
0.033 (2.41)
0.019 (0.852)

1 S=In [1/(1-saving)]. S = saving for moderate levels of saving. For example, if s=0.2, S=0.223.
2 Estimates of dS/0g are evaluated at sample average values of dependency, income, and openness indices SW
and TR, respectively. T—statistics in parentheses.

Note: T—statistics indicating a significance level of .10 are in italics, those significant at .05 are in bold , those

significant at .01 are in bold itlaics .

Source: See text.
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CHAPTER 7
Trade and Investment Openness and
Foreign Direct Investment

HypOtheseS Tested determinants of FDI are investigated in the literature.

In terms of country- specific effects, such variables as
This analysis investigates the effect of trade and the size of the economy, the stability of the economy,
foreign direct investment (FDI) openness on FDI exchange rate volatility, wages in the host country, or
flows. In other words, does an economy’s opennessski” levels have been investigated. Unfortunately
as determined by its trade and FDI policy have anthere is no comprehensive list of determinants, but
effect on the amount of FDI in that country? One of there are a large number of potential variables.
the linkages necessary for a dynamic effect of trade  Most of the research examining the effect of
liberalization, ~with respect to FDI, is that taiffs and non-tariff barriers on FDI use cross-
liberalization of trade or FDI policy must lead to more sectional data. Of the types of regressions estimated in
FDI. The other linkage, as discussed in chapter 3, isthe FDI literature, studies looking at a cross section of
that FDI must lead to growth. countries or industries typically run a reduced form
In this analysis of trade and FDI policy and FDI equation using the attributes of the host countries that
flows, two hypotheses are tested. The first is whether might influence a multinational to locate an affiliate
greater openness to FDI, measured by the restrictionghere.
placed on FDI, leads to a larger stock of FDI in a
country. The second is whether a relationship exists
between FDI and trade openness. Since the theoretical MethOdOIOQy and Data
literature and empirical literature come to very mixed
conclusions, there can be no maintained hypothesis as  This analysis looks at the determinants of FDI
to the direction, positive or negative, of the including trade and FDI policy. The data in this
relationship between trade barriers and FDI. The restanalysis are for a cross section of countries and
of the variables in the analysis are other determinantsindustries in which there was U.S. FDI in 1993. This
of FDI drawn from the empirical literature. variable was chosen because this is the most recent
year for which an FDI openness measure and FDI
data were available. There are 42 countries for which
BaCkg round all the variables listed below were available. These
42 countries represent a broad cross section of
Markusen (1995) summarizes some of the recentdeveloped and developing countries and include most
research on the relationship between trade barriers an@df the countries in the OECD, Latin America and
FDI by stating that trade barriers cause a substitution Asja.
toward FDI, but they also depress both trade and
investment. Thus high barriers to trade will tend to
cause a substitution away from exports towards FDI
(affiliate sales), but simultaneously depress both trade
and FDI. Empirical research on the impact of

The general specification is a reduced form
gravity type equatioh. Due to the number of
observations available in examining U.S. FDI flows in
cross section, only a limited number of determinants
government policy on FDI is limited, possibly because g];tgr?riinf;?w\i\;s ;gg{dcgﬁm?grﬁlyzfgé dT&eStﬁeV\ﬁ;?a:Sg
there ‘are few good guantitative measures of FDI reviewed. FDI is shown asya function of trade and
policy.  Brainard (1993), Ferrantino (1993) and FDI : he si f th GDP) th
Weisman (1997) find a positive relationship between openness, the size of the economy ( ), the
FDI openness and FDI. The more hospitable the 1 A gravity equation uses distance as a principle
policy environment to FDI, the more FDI is obtained. explanatory variable. The distance between countries is

. . : expected to affect their interactions. For examples of this
The empirical literature on the determinants of pe of equation and further explanation see Brainard

FDI, as summarized in chapter 3 of this report, covers (1993), Ferrantino (1993), Denekamp and Ferrantino
a wide spectrum of methods and results. Many other (1990), and Lipsey and Weiss (1981).
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stability of the economy, inflation, cost of The variables in this analysis are shown with
production, wages, the distance to the United States,means and standard deviations in table 7-1. The
and the profit rate for a previous year. Below is the dependent variables are the first two items in the
final specification used in this analysis: table, total FDI and FDI by industry. Forty-two

FDI = F(Trade Openness, FDI Openness, GDP 1993, countries have data for the total stock of U.S. FDI in

. . . 1993. A subset of 22 of these 42 countries have
Inflation 1993, Wages 1993, Distance, Profit 1983). complete FDI data for 1993 separated into three broad

. . . industry categories: services, manufacturing and
Four sets of regressions were estimated using the

above specificatioR: (1) a regression for the cross g(;golgfuTH e isr:)éu(;tt?er c%?gngrlizss arbeu'[m;]sas\llr;g dcﬁ;a f(c))r:
section of 42 countries; (2) a regression for the cross : fy 1993 th t llow i tati f
section of 28 countries; (3) a regression on a panel ofPrévious years or for at aflow imputation o
28 countries and 3 industries using binary variables to the missing dgta from column gnd row tot_als. There
separate the individual industry effeétszor each are o_bserv_a'qons for thfee. industries in the 28
industry, the above specification were estimated COUNtries, giving 84 observations.

allowing for a correlated error term across the three . .
regressions, in other words, as a system of seemingly = SO0me of the means and standard deviations in

unrelated regressiods. table 7-1 are worthy of discussion. The FDI and trade
openness variables have mean values of 5.77 and 6.70
2 The first three regressions use ordinary least and standard deviations of 1.16 and 1.67 respectively.
squares. For these variables, a score of 10 signifies the highest
3 Fixed-effects models attempt to control for the ' - -
existence of time and/or individual specific characteristics d€dree of openness. This shows that most countries
determining the independent variables which are have an openness rating for FDI between 3 and 8 and

unobservable to the investigator and are either fixed or for trade between 3 and 10. The mean values and
constant. In other words, for each identified group in the giandard deviations of GDP, inflation, wages 1993

sample (country, industry, household, etc.) there are ] o :
characteristics that are unobserved by the investigator, but"’md profit 1983 show the large variation in these

are important in explaining the dependent variable. variables across the sample countries. This large
Ignoring the potential presence of these group effects may variation is an artifact of having a broad sample of
lead to biased estimates. developed and developing countries.

4 Seemingly unrelated regression consists of a set of
individual equations as a system of equations which has a . . .
contemporaneously correlated error term across equations The measure of trade openness in this analysis

(Kennedy, (1992)). comes from theWorld Competitiveness Repofor
Table 7-1
Data sources used in FDI analysis
Variable Mean Standard Deviations
Total FDI (1993 in thousands of U.S. Dollars) | 40,754 87,099
FDI by industry (1993 in thousands of U.S.
dollars)
Services 34,668 73,670
Manufacturing 18,161 22,654
Petroleum 5,733 11,012
FDI openness (survey measure 0—10) 5.77 1.16
Trade openness (survey measure 0—10) 6.70 1.67
Gross Domestic Product (GDP) 1993 (in
millions of 1987 dollars) 257,997 478,253
Inflation 1993 (in percent) 80.98 349
Wages 1993 (in thousands of current dollars) 25,364 15,979
Distance (between New York and the largest
city in the country in kilometers) 8,066 1,210
Profit 1983 (net income on sales in percent) 1.32 185

Source: See text
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1993. One of the survey questions in this report The measure of FDI openness is calculated from a
concerns the degree to which government policy series of questions from thé/orld Competitiveness
discourages imports. The results of this survey Reportfor 1993. FDI openness is calculated by the
question rank countries between 1 and 10 with average score on the following survey questions: ease
respect to trade openness. A score of 10 represent®f hiring and firing, price controls, security, the
the most open. This measure of trade openness iglevelopment of the justice system, antitrust
used rather than the Sachs-Warner measure becauseragulations, restrictions on foreign investment,
companion measure of FDI openness can betransparency of regulations, the development of an
computed from the same survey. Figure 7-1 showsintellectual property regime, and the ease of
the relationship between trade openness and FDI asross-border ventures. Figure 7-2 shows the
a percentage of GDP, which controls for the size of relationship between FDI openness and FDI divided
the economy. There seems to be a positive by GDP. As with the trade openness measure, there
relationship between these variableShe scatterplot  seems to be a positive relationship. There are a few
shows significant dispersion, but there is a definite data points away from the main cluster, but there is
upward trend. This trend is evident from the less dispersion than in the trade openness plot. This
correlation coefficient of 0.44. lack of dispersion is evident in the correlation
coefficient of 0.59.

5 Other measures of trade openness examined are the
1993 average tariff rate, the range of tariffs in 1993, and
a coverage ratio for non-tariff barriers for 1993 from the
United Nations Conference on Trade and Development
Trade Analysis and Information System.

Figure 7-1
Trade openness vs. U.S. FDI/foreign GDP
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Source: Compiled from official statistics of the U.S. Department of Commerce, the World Bank, and the
World Competitiveness Report.
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Figure 7-2
FDI openness vs. U.S. FDI/foreign GDP
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Note.—The higher the openess figure the more a country is considered to be open.

Source: Compiled from official statistics of the U.S. Department of Commerce, the World Bank , and the World
Competitiveness Report.

The data for the other determinants of FDI come latent variables, there is not an expected direction of
from a variety of sources. GDP and the inflation the relationship. Profit in 1983 is expected to be
measure, the GDP deflator, are from the World Bank positively related to the FDI stock in 1993. Higher
Development Indicators database for 1993. The profit rates in previous periods will attract more
measure of wages comes from the Bureau of investment.

Economic Analysis of the U.S. Department of

Commerce. Wages paid to workers of U.S. affiliates

are divided by the number of workers at U.S. affiliates

for a given country in 1993. The distance measure is Results

the Fitzpatrick/Modlin direct line distance between _

measured in kilometers. All of the data used in the Of regressions on the determinants of FDI. Table 7-2

regressions are in logarithmic form. shows the results of regressions for total U.S. FDI
abroad for the sample of 42 countries, the subset of

The size of the host economy, as measured byog countries, and the 28 countries with FDI separated
GDP, is expected to be positively related to FDI. The jntg the three industries. Table 7-3 shows the results

country’s macroeconomic stability, as measured by the ¢y, the system of regressions, one for each industry

inflation rate, is expected to be positively related 10 for the 28 countries. The adjusted r-squared across the
FDI. Surveys and case studies have shown that f'rmsregressions is between 0.58 and 0.80, showing a

like .stability. since it makes p'anf"”g and deqision reasonably good fit for cross-sectional anal§sis.
making easier. The wage rate paid by U.S. affiliates

in the country is expected to be negatively related to 6 The r-squared statistic is not defined for the system
FDI. Investing in a country with high manufacturing of equations estimated in table 7-3. The r-squared

costs is not attractive. The relationship between statistics correspond to the individual OLS equations.

: . Since the seemingly unrelated regression should improve
distance from the United States to the host country the efficiency of the estimates, the explained variation for

and FDI is ambiguous. Since distance could be athe system should be greater than that explained by the
measure of transport costs, cultural distance or similarindividual OLS equations.
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Table 7-2

Foreign direct investment: coefficients 1 of regression and related t-statistics 2 - 1993
FDI Trade FDI GDP Inflation Wages Profit A%J
Measure Openness Openness 1993 1993 1993 Distance 1983 Petroleum  Manufacturing Constant N R F-stat
Total 0.25 4.11 1.23 0.03 047 031 1.70 ©) A -9.86 42 073 168
(2.08) (5.69) (6.88)  (0.32) (1.23) (1.87) (1.33) (3.14)
Total 0.17 4.43 0.93 -0.04 -0.18  0.45 1.09 ©) ©) -5.58 28 075 126
(1.56) (6.06) (5.15)  (0.49) (0.33) (2.01) (1.32) (1.85)
By Industry 1.01 4.12 0.89 -0.13 -0.23 -0.39 0.77 -1.64 0.30 -6.44 84 069 218
(1.96) (5.89) (6.68) (1.31) (0.67) (3.49) (1.14) (5.66) (0.13) (2.29)
1 variables in natural logs.
2 T-Statistics reported are heteroskedastic consistent using the White procedure.
3 Not Applicable
Note.—Table 7-1 contains a key to names of the dependent variables. Coefficients printed in italics are statistically significant at .10, coefficients printed

in bold are statistically significant at .05, and coefficients printed in bold italics are statistically significant at .01 (one-tailed test).

Source: U.S. International Trade Commission staff calculations.



Table 7-3
Foreign direct investment by industry: coefficients 1 of seemingly unrelated regression and related t-statistics 2_1993

Trade FDI GDP Wages

FDI By Industry Openness  Openness 1993 Inflation 1993 1993 Distance Profit 1983  Constant N Adj R 23

Manufacturing 1.35 3.18 1.02 0.03 -0.48 -0.39 1.31 -6.46 28 0.75
(2.40) (3.58) (6.77) (0.32) (1.68) (1.85) (1.98) (1.84)

Petroleum -0.33 4.54 0.66 -0.17 0.11 -0.26 -0.07 5.74 28 0.58
(0.38) (3.31) (2.82) (1.18) (0.25) (0.79) (-0.07) (1.05)

Services 1.96 5.16 1.03 -0.11 -0.31 -0.52 1.18 -10.44 28 0.80
(2.90) (4.85) (5.71) (1.02) (0.91) (2.05) (1.48) (2.47)

1 variables in natural logs.
2 T-Statistics reported are calculated using the quadratic form of the analytic first derivative.
3 Adj R? is for estimation of the separate equations

Note.—Table 7-1 contains a key to names of the dependent variables. Coefficients printed in italics are statistically significant at .10, coefficients printed
in bold are statistically significant at .05, and coefficients printed in bold italics are statistically significant at .01 (one-tailed test).

Source: U.S. International Trade Commission staff calculations



The regressions in table 7-2 show that the trade  The distance variable, commonly used in gravity
openness measure is positive and significantjated models, is negative and statistically significant
to FDI flows. The positive relationship leads to the throughout the regressions. This variable is difficult to
conclusion that trade and FDI are compleménis, interpret since it may be a measure for cultural
other words that trade and FDI increase or decreasedistance, the expense of shipping, communication
together. The coefficients on trade openness rangelags, or other market differences related to distance.

between 0.17 and 1.01, showing the more open a The third regression on table 7-2 shows there are
country’s trading regime the more FDI it attracts. significant differences across the industries with
o respect to the stock of FDI. The petroleum industry is

The FDI openness measure shows a similar effectsignificantly  different  from  services  and
on FDI in all the regressions on table 7-2 and is manufacturing. These differences lead to the

significant at the 99 percent confidence level. These gpecification of separate industry effects regressions
coefficients suggest a 1 percent increase in FDI which are shown on table 7-3.

openness leads to a 4 percent increase in the FDI
stock. For example, if Turkey or South Africa were
to increase their openness score from approximately 5
to the level of the United Kingdom at approximately
7, they could expect an increase in FDI of over 100

0 . - - . .
percentl. This change is a sizeable increase in FDI, with similar coefficients to those in table 7-2. GDP is

but it is obtained by comparing two of the more significant in all the equations with a coefficient of

closed regimes to one of the more open regimes in theapproximately 1. This is consistent with results in
survey. It is a movement from approximately the

L table 7-2. Wages have a negative and significant
mean FDI openness to one standard dqwanon aboverelationship for manufacturing FDI. The higher the
The other determinants of FDI shown in table 7-2, \ o0o" (ate the less the FDI in manufacturing
GDP (inflation, wages, and profit) show results j,qsyries.  This relationship is not evident for
similar to those found in the literature. GDP has a

" d_sianif fici ¢ . | services and petroleum. Distance shows a negative
positive and significant coefficient of approximately q|ationship as in the regressions in table 7-2 except
one throughout the regressions.

s.  This estimate t5, petroleum. Profit shows a positive and significant
suggests that a one-percent increase in  GDPigjationship to the current stock of FDI in both
accompanies a one-percent increase in the FDI stock. manufacturing and services.  This  coefficient

. . throughout table 7-3 shows an elasticity of profit to
The wages and inflation measures areé both gp| of approximately one. For a one-percent increase

negatively related to FDI. However, neither of these i, pofitability in 1983, there is a one-percent increase
measures shows a significant relationship to FDI in i, the stock of EDI in 1993.

the regressions in table 7-2 except for inflation in the
industry regression. The profit measure, return on  'he results on table 7-3 clearly show that the
sales in 1983, is positively and significantly related to industry effects are important. The results show 'that
FDI in two of the overall regressions. This shows the the wage rate is significant only for manufacturing
greater the profit rate of U.S. affiliates in the country FD!- This is not surprising since FDI in services is to

In table 7-3, trade openness is positive and
significant in the manufacturing and services
regressions and has a larger coefficient than in the
regressions in table 7-2. FDI openness continues to
show a positive and significant relationship to FDI

in 1983, the larger the stock of FDI in 1993. serve the market and petroleum FDI is more
determined by the location of oil reserves. This
7 The terms “significant” and “significance’mean interpretation for industry differences also explains
statistically significant and imply there is a relatively high why profit is significant for services and
probability, for example 90 or more in 100, that the manufacturing but not for petroleum.

relationship between the variables would not have
occ%rrTehd by %Rance.  rad
ree other measures of trade openness were . .
examined: the average most favored n%tion (MFN) tariff COHC'Udlng Observatlons
rate, the range of MFN tariff rates, and the non-tariff
barrier coverage ratio. None of these measures when used These results show that trade openness should
in the regressions showed a significant relationship to bring about an increase in FDI flows. The literature
FDI. review in chapter 3 showed FDI had a positive impact

9 Due to the specification of the variables in :
logarithmic form, coefficients for non-binary variables in on growth. Taken together, these two linkages show

the results tables can be interpreted as elasticity estimates.{rade liberalization leads to more FDI which leads to
An elasticity is the percentage change in the dependent growth. These results need to be viewed in the

variable results for a one percent change in the context of the research reviewed in chapter 3, which
explanatory variable. . shows a complex relationship between trade and FDI.
10 This is calculated by multiplying the percentage ) )
change of FDI openness from 5 to 7 by the coefficient on FDI openness also has a sizeable effect. While
the FDI openness variable in the regression. Brainard (1993) finds a slightly smaller elasticity of
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affiliate sales to FDI openness, the results of FDI the other determinants of FDI constant. These results
openness in this research are of a similar magnitude.show that the link between policy openness and FDI,
FDI openness has the largest effect of the needed for FDI to have a dynamic effect, does exist.
determinants examined and, from a policy perspective,  oiner determinants of FDI. such as GDP wages
may be easier to change than the other determinants. anq profit, show a significant relationship to the stock

These relationships between FDI openness andof FDI in a country. The elasticity of GDP to FDI is
FDI and trade openness and FDI are both positive andapproximately one. This estimate is an important
significant throughout the regressions. This clearly parameter in modeling the size of FDI in relation to
shows that the countries with more open trade andGDP growth that may be brought about by trade
investment regimes have larger stocks of FDI holding liberalization.
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CHAPTER 8
Trade, Trade Policy, and Productivity
Growth in Manufacturing

Hypothesis Tested the Economic Planning Advisory Commission of

Australia (1996). Other studies have found more

This chapter seeks to investigate whether ambiguous results (Harrison (1994), Harrison and
productivity growth in manufacturing is significantly ~Revenga (1995)), and the relationship between trade
related to either trade flows or trade policy. These and productivity growth is not yet a settled empirical
relationships are estimated after controlling for other question.

determinants of productivity growth, such as An important conceptual issue is the question of
convergence of low-productivity countries to the how one untangles the direction of causation between
“state of the art,” and .technolqgical effort through productivity and trade. In most theories of
formal R&D. Evidence is examined for a sample of international trade, if a particular industry in one
thirteen OECD COUntn_eS and elghteen manufacturlng Country enjoys Superior productivity performance
sectors during the period 1980-91. Robustness of there|ative to its counterparts overseas, that industry will
relationships examined is explored by examining pe able to charge lower prices than its competitiors,
several alternate measures of total factor productivity and its share of the global market will increase.
(TFP) and labor productivity, as well as by examining Consequently, that country’s exports in that industry
alternate samples of the data. will expand, and the corresponding imports will
contract. Dollar and Wolff (1993, chapter 7) find that
Japanese comparative advantage (as revealed through
Backg round trading patterns during 1970-82) increased most
rapidly in those industries in which Japanese TFP
As discussed in chapter 3, many investigators grew most rapidly relative to United States TFP, and
have proposed that either exporting or importing may that U.S. comparative advantage declined in those
be a cause of greater productivity growth. Greater industries in which other countries’” TFP converged to
import competition may enhance productivity growth, or overtook the U.S. productivity level. An
by forcing less efficient domestic firms to operate association of greater exports with productivity
more efficiently and by rewarding more efficient growth thus does not necessarily imply that exporting
domestic firms with an increase in market share. caused productivity growth. Clerides, Lach, and
Since high tariffs and NTBs reduce import Tybout (1997), using firm-level data from Colombia,
competition, a similar negative effect of trade barriers Mexico, and Morocco, and taking into account
on productivity can be posited. Increased exports productivity changes before and after firms enter
might enhance productivity by exposing the exporting export markets, find that “relatively efficient firms
firm to new technological information from the become exporters, but ... firms’ costs are not affected
customer (see Aw and Hwang (1994) for Taiwan). by previous export market participation.” In the case
S of imports, there is a tendency for imports to increase
dwhen the national industry lags in productivity, either
because foreign products then become relatively
cheaper or because they embody higher quality. This
tendency moves in the opposite direction from any
possible positive effect that imports may have on
productivity by putting pressure on less efficient

Using various econometric techniques on U.
data, Caves and Barton (1990) and MacDonal
(1994) generate a positive association between import
penetration and either technical efficiency or
productivity growth. Several investigators have found
that measured productivity in developing countries
increased after an episode of liberalization % : . ;
(Handoussa, Nishimuzu, and Page (1986) for Egypt, _f|rms. This mak'e.s any efﬁmency—gnhancmg effect of
Tybout and Westbrook (1995) for Mexico, and IMPOrt competition —more difficult to detect
Tybout, de Melo, and Corbo (1991) for Chile). €mpirically.

Evidence for a lagged effect of tariff cuts in A similar difficulty exists with estimated
stimulating productivity growth appears in work by relationships between tariffs and productivity. If
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greater import competition directly stimulates and equipment. This method of productivity
productivity, then lower tariffs, by stimulating import measurement, sometimes referred to as “double
competition, should indirectly stimulate productivity. deflation,” requires the construction of a price index
There is now a substantial literature on the political for intermediate goods in each country and industry.
economy of trade protection, both theoretical and The analysis in this chapter presents and analyzes
empirical.  This literature is reviewed in Rodrik TFP and labor productivity figures, both on a quantity
(1995) and, more briefly, in Lee and Swagel (1997). basis and on a value-added basis for comparison
One hypothesis put forward in this literature is that purposes.

nations tend to protect weak industries and industries

in decline; thus, lagging productivity growth in a

particular industry may induce lobbying for Data and Meth0d0|09y
protection. The evidence supporting a political-

economy effect of low productivity on protection is at .
present no better than tentative. Still, if such an effect GfOWth ACCOUHtlng

were indeed present, it would tend on its own to  consider the following relationship between the

and low productivity growth. As in the case of trade _
flows and productivity, this would introduce an PQ =VA+PuM
additional caveat in interpreting the results. Either In which Q represents the quantity of output; P

high tariffs, by keeping out import competition, the aggregate price level of output (and PQ thus
reduce firms’ incentive to improve productivity; or represents the value of output); angMP represents
firms, having difficulty in improving productivity and  the value of purchased materials and other
finding themselves losing sales and profitability, seek intermediate goods, which can be decomposed into a
to secure greater protection from import competition; price level Ry and an index of quantity M using an
or perhaps both. appropriate price deflator for intermediate goods. The
The empirical work described below tests for term VA thus represents value-added, or the value of

long-run associations between trade (or trade policy) OUtput in excess of purchased inputs, which can be
and productivity for a sample of thirteen OECD paid out either to workers or firm owners. Further, let

countries and eighteeen manufacturing industries, 8.2 VA= wL+1rK

spanning the universe of manufacturing. A number of _

studies have compared OECD productivity growth for 8.3 B = (WL)VA
the entire economy and for aggregate manufacturingg.4 BL = (WL)/PQ

(most recently in two papers by Bernard and Jones

(February 1996, December 1996)). Both Dollar and 85 Pk = (rK)/PQ

Wol;f (%.9?[3) and ;‘I?t (1996) h;;ve s?ught tc; mtea'sure Equation 8.2 simply defines value-added as the
productivity growth Tor a number of manufacluring g, of payments to labor (wL) and payments to

industries and a number of OECD countries. Dollar capital (rK). Payments to labor in turn equal the wage

and Wolﬁ, as mentioned above, make some ate (w) multiplied by the number of workers (L),
suggestive comparisons concerning trade patterns .an‘ivhile payments to capital equal the rental rate on
TFP growth for Japan and the United States. P'Iatcapital () multiplied by the capital stock (K).

analyzes productivity levels and productivity change pqations 8.3 through 8.5 define various share
:‘inn das mz?naerhiaﬂaggorléz tgf tehxe oezei?w(tagrtwsisttu?ﬁ d |F(>> '\II?tparameters, with B representing the share of labor
tariffs are assgciateg with highp and rapidlz growing compensation in value-addefl the share of labor
labor productivity, while a high degree of import compensation in output, arfik the value-added paid
S v X o to capital, as a share of output. With these definitions

penetration is associated with low labor productivity. in hand, the various measures of productivity can be

One of the limitations of the studies discussed in defined as a ratio of value-added (or output) to a
the above paragraph is that they measure productivityweighted sum of the inputs used in production of
on a value-added (or “single deflation”) basis. This value-added (or output), with the weights
commonly used method counts productivity gains corresponding to the value shares of the inputs. Thus,
when output increases relative to labor and capital total factor productivity on a value-added basis is
inputs, but ignores purchased intermediate inputs. defined as:

An important advantage of the present study is TEP.,. = VA
that both TFP and labor productivity are measured ong g VA L BK (1)

a quantity basis, taking into account the possibility

that technological progress may operate by conservingwhile equations 8.7 through 8.9 define, respectively,
intermediate inputs of materials, semifinished goods, total factor productivity on a quantity basis, labor
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productivity on a value-added basis, and labor growth. Thus, the expected signs wf and > are

productivity on a quantity basis: negative. Since more capital per worker contributes
to higher labor productivityf1 is expected to be
positive. More intense research effort is likely to

Q lead to greater productivity growth, so the expected
TEP~ = signs ofa, andf3 are positive.
8.7 Q = LA KAMIA B The expected sign of the trade or trade policy

variable i3 or B4) depends on the particular measure
of trade or trade policy. Based on the above
discussion, the expected association between export
8.8 LPya = VA/L intensity and pro_ductivity_growth is posi;ive, the
expected association of tariffs and productivity growth
is negative, and the expected association between
import penetration and productivity growth is
ambiguous. It should be emphasized that these
8.9 LPq = Q/L expected associations do not depend on causation
running from trade (or trade policy) to productivity, or

Several equations for total factor productivity are from productivity to trade (or trade policy), nor does
estimated of the form this particular test provide information on the

810  TFPGya = ap+ oy TERp + dwe;uon:f cat:ssailgty. Can N )
0, RESEARCH +03 TRADE or TRADE quations 8.10 and 8.11 were estimated for eac

productivity measure, in each sample, using ordinary
POLICY least squares (OLS), fixed country effects, fixed
industry effects, random country effects, and random
The subscripts i,j for countries and industries industry effects. A preferred specification for each
apply to each variable, but are omitted for clarity of T ochmical mote Tt should b derstood that th
e H H echnical note: snou € unaerstoo a e
exp05|t'lon. In the above equation, TF[RQ !S.t.he variables in equations 8.10 and 8.11 vary across countries
annualized rate of TFP growth between an initial and gnq industries only, and do not possess a time dimension,
terminal year, TF is the level of TFP in the initial ~ even though the underlying data are short time series.
vear, relative to the United States, RESEARCH is a [T Lo % BETES 00, 08 St FElie . Gen, o that
measure .Of research intensity, and TRA.DE (TRADE the apnalysis is for a single period (either the 1980-88
POLICY) is a measure of trade flows (tariffs). period or the 1980-91 period).

Under ordinary least squares (OLS), the equations to
be estimated are of the form

811  LPGo,1=po+p1 G(K/L) + B2 LPp + Yij = o +pXi,
p3 RESEARCH +p4 TRADE or TRADE for which ij is the dependgnt variablh(ij represents a
(vector of) independent variables, and the intercefs
POLICY invariant for the entire sample. Under the fixed effects
specification, the estimated equation is of the form
Analogous equations for labor productivity, of the Yij = o+ BXj, .
form in equation 8.11, are also estimated.  In this for which the intercepts are assumed to be different for

i . each gro in this case, either each country, or each
equation LPGp 1 represents the annualized growth indust?y),up (in thi ! untry

rate of labor productivity over the relevant time The fixed-effects estimator can be implemented either
period; LRo is the initial level of labor productivity, by including dummy variables for each group except one,

. - . . or by transforming the data into differences from group
measured relative to the United States; and G(K/L) iS cans. If estimated using dummy variables, the

the growth rate of the capital-labor ratio.  This last appropriateness of the fixed-effects specification versus the
term is required because increases in capital pernull hypothesis of OLS can be tested with an F-test on
worker are important determinants of labor the vector of dummy variables. The random effects
productivity. Since increased capital use is explicitly specification assumes the same functional form as the
taken account of in measures of TFP, the fixed effects specification, except that theare assumed

; ; ; ; to be drawn independently from a common distribution
corresponding variable is unneccessary in the TFPwith mean zero, rather than taking specific values for each

growth equation. group, and are uncorrelated with the independent
Industries with low initial levels of productivity variables. The null hypothesis of random effects can be

- - . . . tested independently against the alternative hypothesis of
compared to similar industries in other countries enjoy fixed eﬁectg using gngsman test. See Hsigg (1986, ch.

more opportunities for technological imitation, and 3) on the construction of the random effects estimator and
thus are likely to enjoy more rapid productivity the use of the Hausman test in this case.
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productivity measure and sample is reported basedcountries and industries were generated on a
on the following testing regime. For each equation perpetual-inventory basis beginning in 1970. Initial
estimated, the null hypothesis of OLS was tested invalues for the capital stocks and depreciation rates
turn against the alternative hypothesis of country were calibrated based on comparable data from the
fixed effects, and industry fixed effects, using an OECD International Sectoral Database

F-test on the fixed effects. In the event the null o .
hypothesis was rejected against either alternative, the, T;Eetset of protqucnwt):j mgar]stures obt?lnedl_ct()\éerg
null hypothesis of random effects was tested against e thirteen countries and €ighteen sectors listed in
the alternative of fixed effects using a Hausman test. Table 8-1. For a few countries/industries (for example,

In the case that both the null hypothesis of OLS and Instruments i C?f.‘ada% data are insufficient to
the null of random effects are rejected, the calculate productivity measures. Furthermore,

fixed-effects estimator is reported in the regression !nvestment data for Australia and Canada are missing

tables (tables 8-7 through 8-9). In the case that theln all sectors, preventing the construction of capital
null hypothesis of OLS is rejected, but the null stocks for the years after 1988. Thus, two samples of

hypothesis of random effects is not rejected, the Productivity growth rates are used in the analysis: a
rgr?dom effects estimator is reported. ff the null Sample for 1980-88, including all 13 countries; and a
hypothesis of OLS cannot be rejected against eitherSample for 1980-91, including 11 countries but

the alternative of country fixed effects or industry excluding Australia_l a_nd Canada. The samples_ begin in
fixed effects, OLS is reported. In some cases, this 1980 due to the limited coverage of the variable for

procedure leads to two alternative specifications, onenumber of researchers in the OEQasic Science
with country effects and another with industry and Technology Datésee above). The .Cho'c‘? of two
effects. Since these specifications represent non-Samples reflects the tradeoff between inclusion of the
nested hypotheses which cannot be tested againstarges'[ number of countrlesllndusfcrles feasible (TFP
each other directly, both are reported. could not be measured for Australia and Canada after
1988 with the data at hand) and the measurement of
productivity over a longer period of time. In
principle, using a larger number of years to measure
Data Sources the productivity growth rate might be more indicative
] o of long-run behavior. However, the years 1989-91
The data for measuring productivity growth were jnclude recession years for most countries in the
largely taken from theOECD STAN Database for sample. In these years, production dropped, and thus
Industrial Analysis This source provided measures of measured productivity growth temporarily dropped
output, value-added, labor input, and annual pejow its long-term trend. Thus, the results for the
investment. The value of materials was taken as thejpnger time period may not be that much more
difference between output and value-added. Measuresnformative, and the results for the 1980-88 sample
of value-added are given both in current local may be marginally preferable. Nonetheless, both sets
currency and in constant 1985 local currency; the ratio of yesults are reported. (Though productivity time
between these two measures provided the price indexseries for most countries and industries were
for output. The shares of various intermediate goods ca|culated beginning in 1970, the sample beginning in

and services in M were obtained from the appropriate 1980 was used since data on research effort, described
input-output tables in the Global Trade Analysis pelow, begins in 1981).

Project (GTAP) data base. Country-specific prices of ) ) .

individual intermediate goods were obtained from a  The variable chosen for research intensity was the
variety of sources, including theDECD STAN ratio of research scientists and engineers to the total
Databaseitself for manufactures prices, World Bank number of workers. The number of researchers was
data for services prices, and United Natidhsnthly ~ obtained fromOECD Basic Science and Technology
Bulletin of Statisticsprices on international markets Statistics and is available for 1981-92. An alternative
for primary products (converted to local currency). Vvariable, the ratio of R&D to sales, was also tried in
Productivity measurements were made on datathe regression analysis, yielding similar results. The
converted to 1985 constant dollars, using the research variable is averaged over either 1981-88 or
purchasing-power parity exchange rate for investment1981-91 depending on whether productivity is
from the International Comparisons Project (described measured over 1980-88 or 1980-9Basic Science

in Summers and Heston (1ggi)pap|ta| stocks for and Technology Statisticsises different industry

2 The PPP exchange rate for investment is the natural 2—Continued .
choice for deflating the investment time series. goods (like manufactured goods in general) are largely
Alternatives for the other time series include the PPP tradable. Thus, it was judged that the PPP exchange rate
exchange rates for GDP, or for consumption. GDP for investment was a better proxy for international price
includes a large share of non-tradable services (and comparisons of manufactures than either the PPP
consumption an evehigher share), while investment exchange rate for GDP or that for consumption.
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Table 8-1
Sectors and countries used in the analysis

Sector ISIC numbers Countries

Manufacturing ............. .. ... 3000 Australia
Canada

Food, beverages, tobacco .............. 3100 Germany
Denmark

Textiles, apparel, leather . ............... 3200 Finland
France

Wood products, furniture ............... 3300 Great Britain
Italy

Chemicals ................ ... ..., 3500 (except 3530,3550,3560) Japan
Netherlands

Petroleum refining ..................... 3530 Norway

Rubber, plastics ....................... 3550, 3560 Sweden

Non-metallic minerals ................. 3600 United States

Iron&steel ..., 3710

Non-ferrousmetals .................... 3720

Metal products .............. ... ...... 3810

Non-electrical machinery ............... 3820

Electrical machinery ................... 3830

Shipbuilding ......... ... ... o 3841

Motor vehicles ............... ... . ... 3843

Othertransport ........................ 3840 (except 3841, 3843)

Professionalgoods .................... 3850

Other manufacturing ................... 3860

Source: OECD STAN Database.

aggregations for science data in earlier and later measures, manufacturing productivity growth has been
years, which were spliced together with some relatively high in Finland, Great Britain, ltaly, and
interpolation. Japan; relatively low in Australia, Canada, Denmark,
Germany, and the Netherlands; and about average in
France, Norway, Sweden, and the United States.
d These rankings are roughly consistent with those
2 obtained by the studies cited above. Productivity
growth is consistently higher when measured on a
labor productivity basis than on a TFP basis, because
) ) ) labor productivity growth can be enhanced by adding
The export variable is expressed as the ratio of capital per worker while TFP growth by definition
exports to output, and the import variable is expressedcannot. Productivity growth measured on a
as the ratio of imports to apparent consumption, value-added basis relatively consistently exceeds that
where apparent consumption is defined as output plusmeasured on a quantity basis, for both labor
imports minus exports. Data on the average MFN productivity and TFP. This may imply that it is
tariff during the late 1980s were obtained from a harder to conserve materials and intermediate goods
CD-ROM produced by the World Trade Organization. through technical change than to conserve labor and
During the time period under analysis, countries made capital. Or, it may be due to the gradual improvement
few major revisions to their MFN ftariff schedules. of the quality of labor inputs due to education and
The tariff variable is measured for each industry in training (i.e., increases in human capital), and similar
each country, and is aggregated from a trade-weightedmprovements in the quality of capital goods which
tariff at the two-digit HS level, using trade weights. are not captured in the price index used for capital
A simple average tariff was also tried, yielding similar goods. For this table and the following two tables,
results. comparisons made for the 1980-91 period, using the
11 countries with available data for that period, show
similar patterns.

Aggregate exports and imports for each country
and sector were obtained from tBgatistics Canada
World Trade DataBase. These data are reporte
according to a modified version of the SITC Rev.
classification, at the 4-digit level, and were concorded
to the ISIC categories described in table 8-1.

Summary Features Of Data Table 8-3 contains a series of comparisons of the

Table 8-2 presents the estimated annual growthabsolute level of productivity in aggregate
rates of productivity over the 1980-88 period, manufacturing, using the United States level of
according to the various measures. Across the variousproductivity in 1980 as the benchmark. On average,
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Table 8-2
Growth rates of productivity, 1980-88, aggregate manufacturing

Total factor Total factor Labor Labor

productivity productivity productivity productivity

(quantity (value-added (quantity (value-added
Country basis) basis) basis) basis)

Annualized percentage change

Australia .......... . 0.15 0.97 211 1.86
Canada ...t -0.56 1.82 1.24 2.40
Denmark ........ ... -0.39 0.59 -1.09 0.43
Finland ......... ... . 1.89 4.17 3.35 5.16
France ... -0.27 1.73 1.75 2.70
GeIMANY .ottt -0.40 1.12 0.88 1.54
GreatBritain .............c i 1.49 4.65 4.71 1.76
Italy ..o 0.59 3.71 5.14 451
Japan .. ... 1.56 3.77 1.77 4.60
Netherlands .......... ... .. ... ... ... ..., -0.84 1.85 0.19 2.38
NOTWAY oottt et i -0.77 1.42 1.60 2.25
Sweden . ... -0.27 1.73 1.61 2.58
United States .............oviiiiiennnnn.. 1.08 2.90 2.27 3.59

Source: USITC staff calculations - see text for details.

Table 8-3
Absolute levels of productivity, 1988, aggregate manufacturing
Total factor Total factor Labor Labor
productivity productivity productivity productivity
(quantity (value-added (quantity (value-added
Country basis) basis) basis) basis)
——  United States in 1980 = 100
Australia ......... o 69.8 86.5 94.3 77.2
Canada .........c.oiiiii 102.3 107.5 96.8 102.7
Denmark .........coo it 47.7 54.2 81.7 58.7
Finland ......... ... . o 73.8 81.2 92.7 76.1
France ......... .. 76.3 90.7 91.6 88.7
Germany . ......uiuiiii i 66.7 78.0 90.2 82.9
GreatBritain ......... ... i 64.0 67.6 84.5 62.0
Italy ..o 76.2 82.3 89.1 76.6
Japan .. ... 66.3 71.8 94.5 84.5
Netherlands ......... ... ... ... ... ... ... 84.7 85.4 86.2 73.0
Norway ............. 76.5 71.6 84.0 65.3
SWedEN . ..ot 59.4 62.4 84.7 66.2
United States ..............oiiiiiennnnn.. 119.7 132.7 109.0 125.7

Source: USITC staff calculations - see text for details.

most countries’ measured productivity levels in 1988 In general, the rankings of sectors by productivity
still lagged the United States level in 1980, with the growth correspond fairly well with intuitive notions

exception of Canada. Aside from the United States, about which sectors enjoy greater or lesser
absolute levels of manufacturing productivity were technological opportunities. Electrical and non-
relatively high in Canada, France, and Japan, andelectrical machinery; chemicals; rubber and plastics;
relatively low in Denmark, Great Britain, and instruments; and transportation equipment, n.e.c.
Sweden. (which is dominated by aircraft), score relatively high

Table 8-4 provides comparisons of the growth in productivity growth. Sectors based on natural

rates of productivity in particular manufacturing resource processing or unskilled labor have had
sectors, ranked by TFP growth on a quantity basis.SIOWer productivity groyvth. These mclud-e. food,
Manufacturing sectors differ from each other in the PEVErages and tobacco; non-ferrous metals; iron and
degree of technological opportunities afforded by the steel; F_’“'p’ paper, and printing; textiles, apparel, and
current state of science and engineering; theseleather' and petroleum refining.

differences in technological opportunity form a Table 8-4 also illustrates that for each of the four
significant part of the explanation for different measures of productivity, productivity growth is
productivity growth rates (Cohen and Levin (1989)) negatively correlated with the average tariff. Sectors
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Table 8-4

Growth rates of productivity, 1980-88, particular manufacturing sectors 1

Total factor ~ Total factor Labor Labor

productivity  productivity productivity  productivity

(quantity (value-added  (quantity (value-added  Average
Industry basis) basis) basis) basis) tariff

Annualized percentage change — Percent

Food, beverages, and tobacco?(13)  -1.98 0.68 -0.22 0.15 9.13
Petroleum refining(13) .......... -0.70 1.44 -1.53 3.77 1.52
Automobiles(11) ................ 0.05 0.27 3.51 3.64 6.19
Pulp, paper, and printing(13) .. ... 0.20 1.41 1.16 1.80 2.35
Iron and steel(13) .............. 0.42 1.12 0.90 1.98 4.32
Textiles, apparel, and leather(13) . 0.46 1.78 2.49 2.54 13.22
Wood products and furniture(13) . . 0.60 2.31 1.49 2.43 3.28
Non-ferrous metals(13) .......... 0.69 1.07 0.39 1.83 2.70
Non-metallic minerals(13) ....... 0.86 281 2.94 3.51 6.64
Instruments(10) ................ 0.97 3.07 5.98 4.75 4.06
Transportation equipment, nec(13) 1.00 4.10 0.73 4.18 0.78
Metal products(13) ............. 1.13 241 2.67 3.09 5.04
Rubber and plastics(13) ......... 1.31 3.48 3.15 3.63 5.62
Chemicals(13) ................. 1.34 4.72 2.60 5.24 4.29
Non-electrical machinery(13) .. ... 2.64 3.71 4.79 452 2.98
Other manufacturing(12) ........ 2.64 4.80 4.14 5.83 3.80
Electrical machinery(13) ......... 2.66 3.69 4.84 5.14 4.46
Shipbuilding(13) ................ 5.98 8.05 7.03 8.31 1.23
Correlation with average tariff .. .. -0.38 -0.38 -0.03 -0.41 ©)

1 The number in parentheses for each sector is the number of countries with available data. Productivity growth rates
were calculated as production-weighted averages of country data. Average tariffs were calculated on a trade-weighted
basis for each country and sector, and then averaged using production weights across countries.

2 Excludes data for Finland, for which the trade-weighted average tariff in this category exceeds 70 percent.

3 Not applicable.
Source: USITC staff calculations - see text for details.

such as food, beverages and tobacco; and textilesused in the regression. Estimates of equations 8.10
apparel and leather have particularly high averageand 8.11 are presented in tables 8-7 through 8-9. In
tariffs and low productivity growth rates, while all estimates, the coefficient for initial 1980
tariffs are lower in the sectors which exhibit higher productivity is strongly and significantly negative,
productivity —growth. These relationships are indicating that sectors with lower productivity than
illustrated in figure 8-1 for total factor productivity their counterparts in other OECD countries do indeed
on a quantity basis, and in figure 8-2 for labor enjoy faster productivity growth. This implies that
productivity on a value-added basis. The negative there are substantial technological spillovers between
relationship shown would likely be even more high-productivity countries and low-productivity
apparent had data been used reflecting tariff cuts incountries in the OECD, or put another way, that
the Uruguay Round and the Information Technology international technological imitation takes place. For
Initiative, which were concentrated in the sectors the regressions of labor productivity, the growth in
with rapidly growing productivity. In addition, high capital per worker is uniformly positive and strongly
tariffs are correlated with high NTBs across sectors significant, in accordance with economic theory. The
(Pritchett (1996), Lee and Swagel (1997)). This effect of sector-level research intensity, measured by
indicates that high productivity growth is also research personnel as a share of workers, is
negatively correlated with total protection from uniformly positive for seven of the eight productivity
tariffs and NTBs. measures examined, and is generally statistically
significant.

. . The results on the trade and trade policy measures
Pr|nC|pa| RGSUltS are mixed. The simple negative correlation between

tariffs and productivity growth is fairly robust to

Table 8-5 provides a key to the names of the application of the regression framework. A total of
dependent variables used in tables 8-7 through 8-9.eleven specifications are reported for the eight

Table 8-6 gives descriptive statistics for the data setproductivity measures. The tariff variable is
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Figure 8-1
Tariffs and total factor productivity growth, by sector
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Total factor productivity growth on quantity basis, 1980-88
Source: USITC staff calculations — see text.

Figure 8-2
Tariffs and labor productivity growth, by sector
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Average tariff

0 2 4 6
Labor productivity growth (value-added basis), 1980-88

Source: USITC staff calculations — see text.

8-8

10



Table 8-5
Key to names of dependent variables in Tables 8-6 through 8-8

Variable name Description
GTO88 .. Growth of total factor productivity, quantity basis, 1980-88
GTQOL .. Growth of total factor productivity, quantity basis, 1980-91
GTVABS . . Growth of total factor productivity, value-added basis, 1980-88
GTVAOL .. Growth of total factor productivity, value-added basis, 1980-91
GLQB8 . .. Growth of labor productivity, quantity basis, 1980-88
GLQOL .. Growth of labor productivity, quantity basis, 1980-91
GLVABS .. Growth of labor productivity, value-added basis, 1980-88
GLVAOL .. Growth of labor productivity, value-added basis, 1980-91
Table 8-6
Descriptive statistics for regression data
Mean Standard deviation

Productivity growth rate (APC 1) 1980-1988 1980-1991 1980-1988 1980-1991
Total factor productivity, quantity basis ................... 0.0096 0.0053 0.0039 0.0031

Total factor productivity, value-added basis ............ 0.0270 0.0222 0.0034 0.0031

Labor productivity, quantity basis ... .................. 0.262 0.0256 0.0453 0.0408

Labor productivity, value-added basis . ................ 0.0336 0.0312 0.0038 0.0033
Growth of capital perworker! ... ... ... ... ... ... 0.0216 0.0281 0.0259 0.0252
Researchers (ratio to total workers) ..................... 0.0125 0.0151 0.0223 0.0233
Exports (ratio to Output) . ... 0.322 0.326 0.280 0.280
Imports (ration to apparent consumption) ................ 0.337 0.343 0.27 0.275
Variables common to both samples

Mean Standard deviation

Productivity level in 1980 (U.S. = 1)

Total factor productivity, quantity basis ................ 0.940 0.367

Total factor productivity, value-added basis ............ 0.729 0.413

Labor productivity, quantity basis . .................... 0.677 0.353

Labor productivity, value-added basis ... .............. 0.698 0.404
Tariffs (ad valorem, percent) ........... ... ... .. ... .. .. 5.70 6.19

1 Annual proportionate change.
Note.—Sample for 1980-91 excludes Australia and Canada.

Source: USITC staff calculations - see text for details.
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Table 8-7
Effects of Tariffs on OECD Manufacturing Productivity (T-statistics in parentheses)

Growth in  Initial

Productivity Group capital per 1980 Researchers/ Adj. Hausman

measure effects Tariffs worker productivity workers Constant N R 2 F-test?! test

GTQ88 ...... none -000820 (4 -.0593 .164 .0682 214 .228 0.56, 0.85° *

(2.17) (7.53) (1.50) (8.23)

GTQ91 ...... Ind., -.000403 (¥ -.0559 .140 .0348 177 311 7.47 0.03
random (1.29) (8.79) (1.76) (8.22)

GTVA8S...... Cty., -.000636 (4 -.0246 123 .0209 215 .086 2.80 0.66
random (1.80) (4.39) (1.22) (6.95)

GTVA9L ...... Ind., .000065 (4 -.0270 .205 “* 179 .356 5.99 ®
fixed (0.17) (5.07) (2.11)

GTVA9l ...... Cty., -.000483 (4 -.0137 135 .0137 179 .034 2.32 0.14
random (1.32) (2.49) (1.44) (4.68)

GLQ88 ....... Cty., -.000192 .804 -.0574 -.001 .0207 215 .396 2.29 0.67
random (0.51) (8.66) (7.99) (0.01) (6.12)

GLQ91....... Ind., .000100 .658 -.0374 .226 .0088 179 .313 3.01 2.75
random (0.24) (6.79) (5.47) (2.13) (3.12)

GLQ91....... Cty., -.000440 .858 -.0329 .138 .0135 179 .358 2.98 0.51
random (1.14) (8.77) (4.66) (1.41) (3.21)

GLVASS ...... Cty., -.000411  .561 -.0249 .193 .0152 215 .223 2.49 0.57
random (2.17) (6.54) (4.29) (1.91) (5.26)

GLVA9L ...... Ind., .000148 .567 -.0258 231 * 179 473 4.25 12.08
fixed (0.41) (6.88) (4.84) (2.44)

GLVA9L ...... Cty., -.000344 672 -.0125 211 .0091 179 276 211 0.15
random (1.04) (7.90) (2.37) (2.46) (3.04)

1 A significant F-test implies rejection of the null hypothesis of ordinary least squares (OLS) in favor of the alternative hypothesis of fixed effects.
2 A significant Hausman test implies rejection of the null hypothesis of random effects in favor of the alternative hypothesis of fixed effects.
i A critical value for the Hausman test could not be computed. The choice between fixed and random effects was made on the basis of adjusted R2.
Not applicable.
5 The first F-test is for the null hypothesis of OLS vs. industry fixed effects; the second is for the null hypothesis of OLS vs. country fixed effects. In
neither case could the null hypothesis be rejected at .10 or less.

Note.—Table 8-5 contains a key to names of the dependent variables. Coefficients printed in italics are statistically significant at .10, coefficients printed
in bold are statistically significant at .05, and coefficients printed in bold italics are statistically significant at .01 (one-tailed test).

Source: USITC staff calculations, see text.



Table 8-8
Effects of Exports on OECD Manufacturing Productivity

Growth in  Initial

Productivity Group Exports/ capital per 1980 Researchers/ Adj. Hausman

measure effects outputs worker productivity workers Constant N R 2 F-test?! test

GTQ88 ...... none .0071 * -.0579 .203 .0594 214 .202 0.57,0.975° (4

(0.72) (7.26) (1.87) (6.89)

GTQ91 ...... Ind., .0023 * -.0670 .097 .0707 177 .547 7.66 ©)
fixed (0.32) (10.44) (1.18) (5.80)

GTQ91 ...... Cty., .0315 % -.0438 .094 -.0136 177 .268 2.06 2.46
random (3.65) (6.82) (1.12) (4.08)

GTVAS8S8 ...... Cty., .0182 * -.0231 .104 .0157 215 .086 3.29 1.99
random (1.89) (4.11) (1.02) (5.26)

GTVA9l ...... Ind., .0011 * -.0269 .205 .0338 179 .355 5.94 11.35
fixed (0.12) (4.99) (2.10) (2.67)

GTVA9L ...... Cty., .0311 * -.0111 .073 .0075 179 .076 3.38 2.26
random (3.12) (2.07) (0.77) (2.63)

GLQ88 ....... Cty., .0273 .801 -.0553 -.054 .0168 215 416 2.95 2.61
random (2.67) (8.83) (7.79) (0.50) (4.99)

GLQ91....... Ind., .0101 .638 -.0387 .247 .0182 179 .460 2.70 3.65
fixed (0.93) (6.18) (5.24) (2.13) (1.22)
Cty., .0374 .845 -.0282 .075 .0048 179 .400 4.44 4.47
random (3.68) (8.93) (4.11) (0.78) (1.12)

GLVAS8S ...... Cty., .0155 .567 -.0241 173 .0124 215 .228 2.81 1.34
random (1.62) (6.67) (4.16) (1.70) (4.30)

GLVA9L ...... Ind., .0076 .578 -.0253 .236 .0249 179 475 4.22 14.21
fixed (0.89) (4.75) (4.75) (2.49) (2.08)
Cty., .0219 .660 -.0109 .169 .0050 179 .295 2.69 1.99
random (2.42) (7.84) (2.09) (1.95) (1.67)

1 A significant F-test implies rejection of the null hypothesis of ordinary least squares (OLS) in favor of the alternative hypothesis of fixed effects.
2 A significant Hausman test implies rejection of the null hypothesis of random effects in favor of the alternative hypothesis of fixed effects.
i A critical value for the Hausman test could not be computed. The choice between fixed and random effects was made on the basis of adjusted R2.
Not applicable.
5 The first F-test is for the null hypothesis of OLS vs. industry fixed effects; the second is for the null hypothesis of OLS vs. country fixed effects. In
neither case could the null hypothesis be rejected at .10 or less.

Note.—Table 8-5 contains a key to names of the dependent variables. Coefficients printed in jtalics are statistically significant at .10, coefficients printed in
bold are statistically significant at .05, and coefficients printed in bold italics are statistically significant at .01 (one-tailed test).

Source: USITC staff calculations, see text.



Table 8-9
Effects of Imports on OECD Manufacturing Productivity

Imports Growth in  Initial

Productivity Group apparent capital per 1980 Researchers/ Adj. Hausman 2

measure effects consumption worker productivity workers Constant N R 2 F-test?! test

GTQ88 ...... none -.0049 * -.0586 .208 .0635 214 .201 0.59,0.75° (4

(0.47) (7.37) (1.92) (7.43)

GTQ91 ...... Ind., -.0075 “* -.0680 .076 .0767 177 .549 8.10 ©)
fixed (0.97) (10.63) (0.92) (6.15)

GTVASS...... Cty., .0036 “* -.0239 131 .0147 215 .070 2.78 1.03
random (0.33) (4.25) (1.26) (5.30)

GTVA9l ...... Ind., -.0104 * -.0281 .186 .0415 179 .360 6.20 133.69
fixed (1.12) (5.23) (1.89) (3.16)

GTVA9l ...... Cty., .0120 * -.0127 .120 .0089 179 .030 2.44 1.04
random (1.06) (2.32) (1.24) (3.17)

GLQ88 ....... Cty., .0054 .810 -.0569 -.008 .0188 215 .397 2.30 2.74
random (0.64) (8.78) (7.85) (0.07) (5.24)

GLQ91....... Ind., -.0053 .666 -.0377 214 .0121 179 .316 3.08 4.55
random (0.49) (6.78) (5.34) (2.03) (3.32)

GLQ91....... Cty., .0136 .858 -.0307 .125 .0091 179 .359 3.24 2.74
random (1.19) (8.77) (4.31) (1.26) (2.01)

GLVAS8S ...... Cty., .0010 .570 -.0245 .204 .0127 215 217 2.44 0.85
random (0.09) (6.67) (4.22) (2.97) (4.48)

GLVA9L ...... Ind., -.0044 .559 -.0261 .223 .0322 179 473 4.32 18.70
fixed (0.49) (6.70) (4.89) (2.34) (2.57)

GLVA9L ...... Cty., .0054 .671 -.0012 .209 .0071 179 272 2.14 0.82
random (0.54) (7.86) (2.26) (2.37) (2.31)

1 A significant F-test implies rejection of the null hypothesis of ordinary least squares (OLS) in favor of the alternative hypothesis of fixed effects.
2 A significant Hausman test implies rejection of the null hypothesis of random effects in favor of the alternative hypothesis of fixed effects.
i A critical value for the Hausman test could not be computed. The choice between fixed and random effects was made on the basis of adjusted R? .
Not applicable.
5 The first F-test is for the null hypothesis of OLS vs. industry fixed effects; the second is for the null hypothesis of OLS vs. country fixed effects. In
neither case could the null hypothesis be rejected at .10 or less.

Note.—Table 8-5 contains a key to names of the dependent variables. Coefficients printed in italics are statistically significant at .10, coefficients printed in
bold are statistically significant at .05, and coefficients printed in bold italics are statistically significant at .01 (one-tailed) test. The coefficient on imports is

interpreted using a two-tailed test.
Source: USITC staff calculations, see text.



negatively correlated with productivity in eight of at 10 percent or better. Because of the theoretical
these, and is statistically significant at the 10 percentambiguity of the relationship between imports and
level or better for three, all measures of TFP. For productivity, a stricter two-tailed test of the
the other five negatively signed specifications, the significance level is used for the coefficient on
estimated t-statistic is at least one standard deviationimports. Using a one-tailed test, however, would not
away from zero, but falls short of the 10 percent yield any significant coefficients either.

Ievgl of signific';ance.' For t.he th".a? specificationg in In summary, among manufacturing industries in
which the tariff variable is positively signed, its o OECD, there is a positive correlation between
coefficient is negligibly different from zero. All o 0ng and  productivity growth, a negative
three of these specifications employ industry effects. correlation between tariffs and productivity growth,

For two of these, F-tests and Hausman tests cannoby no apparent correlation between imports and
reject an alternate specification with country effects, 4, ctivity growth. These results are consistent with
and with a stronger negative sign. the economic considerations discussed above.

The share of exports to output is uniformly
positively associated with productivity growth, after

controlling for initial productivity, research effort and ; ;
(where appropriate) growth in capital per worker. CO”C'UC“ng Observatlons
This positive association is statistically significant at It should be emphasized that while the results

.10 or better in seven of the twelve specifications yresented here show a positive relationship between
reported, and significant at .05 or better in six proquctivity and exports, and a negative relationship
specifications. ~ As with the tariff variable, results for patween productivity and tariffs, it is premature to
the export variable are stronger when estimated with argue from these results that export experience
country effects than with industry effects . _(this directly  enhances productivity in OECD
generalization  also holds for the additional \manyfacturing, or that protection from international
specifications estimated but not reported due to competition has harmed productivity. Alternate
unfavorable F-tests or Hausman tests). explanations for these phenomena exist in terms of the

The share of imports to apparent consumption is role of productivity in determining patterns of
uncorrelated with productivity growth after controlling comparative advantage, and in terms of the political
for relevant determinants of productivity growth. The economy of tariffs. Further work on the simultaneity
coefficient on imports is positive in six specifications among trade flows, productivity growth, and tariff
and negative in five, in no case achieving significance formation may yield clearer insights.
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CHAPTER 9
The Effect of Openness on Labor Markets
and Human Capital

HypOtheSiS TeSted investment would be expected to lead to the training

of a local labor force in new manufacturing facilities,
This chapter explores and tests the hypothesis thatwith the import of new technology.
openness to trade has a direct effect on the size and o
quality of the labor force, and thus an effect on There has been some recent work estimating the
economic growth. It is plausible to suggest that such effects of human capital stocks and growth rates on
effects might exist, but it is also reasonable to suppose€conomic development, in the presence of openness to
that they would be small. In fact, the exploratory trade. Gould and Ruffin (1995) based their work on
empirical work that is reported here has been able to@ standard Solow growth model, augmented to include
find some evidence of connections between opennesghe contribution of human capital, and attempt to
and some measures of human capital. BeforeSeparate the effect of human capital on growth from
describing these results, some definitons and its function as an input to production. They find
background discussion are in order. evidence that human capital does contribute to
growth, and that this contribution to growth is higher
in an open economy. Barthelemy, Dessus, and
BaCkg round Varoudakis (1997) also find a connection between the
contribution of human capital to growth and the
The connections between economic growth and openness of the economy to world trade, in which
increases in human capital have also been wellhuman capital enhances the ability of a country to
established. In chapters 2 and 3 a sample of thebenefit from the exposure to new technologies that
literature on this topic was described. Historically it comes with openness to trade. This is not saying that
has been observed that economic growth leads toopenness enhances human capital, but that it, in a
human capital growth. Increased prosperity helps to sense, increases the returns to human capital and
induce the demographic transition (a country’'s augments its effect on growth. This chapter will
transition, described in chapter 3, from higher to summarize some of the very simple empirical work
lower mortality rates followed by a transition from performed by ITC staff to attempt to isolate a
higher to lower birth rates), leading to increases in relationship between openness to trade and human
both the size and education of the population. capital. In this analysis, all data are taken from the
Corresponding shifts of the population from rural to World Bank STARS data set.
urban residence and from agricultural to
manufacturing employment are further manifestations
of this phenomenon, along with increases in the labor
force participation rate. Conversely, an increasingly
educated and skilled labor force is an increasingly
productive one; with higher output per worker, and a Data and MethOd()l()gy
larger proportion of the population at work, growth in
per capita income almost tautologically follows. This chapter seeks to determine whether openness
The hypothesis is that there exists a significant to trade has a direct effect on human capital measures,
direct link between trade and the growth of human independent of the effect of income (as measured here
capital, not mediated by income growth. One might by per capita GDP). “Human capital” in this
conjecture a variety of mechanisms by which this experiment is measured in three ways: percent of the
linkage could work. For example, increased trade labor force that is female, percent of the population
would lead to increased exposure to foreign living in cities, and percent of the eligible population
production practices; it could lead to increased that has enrolled in secondary schooling (which may
temporary emigration to obtain schooling in foreign be greater than 1, where there is significant
countries; most directly, perhaps, foreign direct enrollment of students of ages outside the standard
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age group¥. All variables are calculated from time relationship between openness and human capital,
series data on a set of 75 countries selected from thandependent of the effect of income. In addition, the
STARS data set, on the basis of completeness ofl4-year dependency ratio is included as an
available data from 1970 to 1995, pooled into 5-year independent variable. The presence of dependent
intervals. Thus each country is represented by 5children can be expected to affect human capital
observations, and each variable for each observationinvestment by reducing the income available for
is in fact the mean of 5 annual observations. The schooling, by adding to the domestic responsibilities
following table (table 9-1) summarizes the mean, of mothers (and increasing the cost of female labor
standard deviation, and bounds of the opennessforce participation), and by increasing the aggregate
variables and the human capital measures. cost of educating the dependent population.

_ Estimates were performed with ordinary least squares
As measures of openness to trade, both the ratioregression techniques.

of trade to GDP, ((exports plus imports)/GDP), and

the Sachs-Warner variable summed over the five years

were considered. Figures 9-1 through 9-3 plot the

distribution of the human capital variables against the RQSUltS

Sachs-Warner index. For each value of the index, the Results of the experiments are presented in tables

average value of the human capital variable is plotted, 9.2 and 9-3 above, but can be briefly summarized by
as well as its value plus and minus one standardnoting that in some cases openness has a consistent
deviation. In these plots it is possible to see somesignificant positive link to several human capital
positive relationship between urbanization and measures. To the extent that income is adequately
Sachs-Warner openness, and between schooling an@ontrolled for in these simple single-equation models,
openness. The link between feminization of the labor the estimation shows some evidence for a direct link
force and openness is less striking, but the variation inpetween trade openness and at least the more
this variable seems to narrow with increasing aggregate “demographic” measures of human capital,
openness. In particular, among the most openyrhanization and the feminization of the workforce.
economies there are fewer countries with very 10w | contrast, the secondary schooling enrollment ratio
female shares of the labor force. Figures 9-4 to 9-6 has a weak positive link to the Sachs-Warner openness
are scatter plots, showing the distributions of each of measure, and a negative relation to the trade/GDP
the human capital variables plotted against the ratio measure. There is a significant link between the
trade/GDP ratio. These plots are somewhat cloudy, Sachs-Warner openness measure and the female labor
indicating that the bivariate relationship may also be force share, and between the trade/GDP ratio and the
rather nebulous. urbanization ratio. This may in part be due to a large
The human capital variables were regressed on theshare of female labor in trade—_oriented firms, ar]d to
. . the expansion of urban trade-oriented manufacturing.
log of GDP per capita, and on the openness variables,
in an attempt to ascertain whether there is a  Per-capita income itself has the significant
positive relationship one would expect with schooling
! Because some of these variables are expressed as and urbanization. It has an insignificant but negative
percentages, a value between zero and one hundred, they yg|ationship with the labor force proportion female.

are converted to a logistic form for analysis. First they . -
are converted to a fraction between zero and one (e, ~ 1he dependency ratio has a strong negative

they are divided by 100) Then’ each of these proportions relationlship W|th SChOOling and the female |ab0l’ fOI’CG
“P"is converted to a logit, where logit (P) is the log of proportion, as one would expect; a large number of
the “odds ratio”, P/(1-P). For example, if a country’s children raises the cost of schooling and makes female
secondary schooling completion rate is reported as 65  |ahor force participation more difficult. In separate

percent, this is converted to log(.65/.35), or 0.62. This . s
procedure transforms a variable that is constrained to lie experiments (not shown here) the omission of the

in the interval from 1 to 100 (percent) into one that is in dependency ratio variable did not affect the coefficient

principle unbounded. on trade openness.
Table 9-1
Means, Standard Deviations, Minima, and Maxima of Principal Variables
Standard

Mean Deviation Minimum Maximum
Population urban (fraction of total) ........ 0.45 0.25 0.027 1.000
Secondary school enrollment (ratio to total) 0.35 0.28 0.000 1.076
Female share of labor force .............. 0.32 0.10 0.060 0.499
Sachs—Warner 5—-year sum (see text) ..... 2.13 2.38 0.000 5.000
Trade/GDPratio ..., 0.61 0.46 0.092 3.782
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Figure 9-1
Urban population vs. openness, as measured by Sachs-Warner index
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Source: World Bank (1994) and Sachs and Warner (1995).

Figure 9-2
Secondary school enrollment vs. openness, as measured by Sachs-Warner index
100 |
A—A Average plus 1 standard deviation
—@ Average
B—& Average minus 1 standard deviation
80
2
<
<
g i
(=3 60
c
()
S
o
S
o 40 .
P
©
©
c
o
(8]
()
» 20
0
0 1 2 3 4

Sachs-Warner index
Source: World Bank (1994) and Sachs and Warner (1995).
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Figure 9-3

Female labor force vs. openness, as measured by Sachs- Warner index
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Source: World Bank (1994) and Sachs and Warner (1995).

Figure 9-4

Urban population vs. openness, as measured by trade/GDP ratio
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Figure 9-5

Secondary school enrollment vs. openness, as measured by trade/GDP ratio
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Figure 9-6
Female labor force vs. openness, as measured by trade/GDP ratio
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Source: World Bank (1994).
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Table 9-2

Effects of Trade Openness on Human Capital, with Dependency Ratio (Openness measured

by Sachs - Warner)

Secondary Schooling

Labor Force

Urban Population

Dependent Variable: Ratio Proportion Female Ratio
Independent Variable
Constant -4.35 -0.28 -5.04
(-6.10) (-0.72) (-9.24)
GDP/Capita 0.673 -0.032 0.689
(10.04) (-0.89) (13.66)
Openness 0.004 0.033 -0.0005
(Sachs-Warner) (0.12) (2.05) (0.02)
Dependency Ratio -1.692 -0.523 -0.223
(-4.04) (-2.29) (-0.690)
Adjusted R-Squared 0.63 0.06 0.66
Sample size 339 367 362

Note: T-statistics are in parentheses with significance as follows:

italics
bold
italic bold

Significant at the 90 percent confidence level.
Significant at the 95 percent confidence level
Significant at the 99 percent confidence level.

Source: U.S. International Trade Commission staff calculations.

Table 9-3

Effects of Trade Openness on Human Capital, with Dependency Ratio (Openness measured by

Trade/GDP Ratio)

Secondary Schooling

Labor Force

Urban Population

Dependent Variable: Ratio Proportion Female Ratio
Independent Variable
Constant -4.32 -0.27 -5.11
(-6.07) (-0.69) (-9.42)
GDP/Capita 0.689 -0.017 0.679
(10.59) (-0.50) (13.88)
Openness -0.218 0.069 0.254
(Trade/GDP Ratio) (-1.74) (2.09) (2.06)
Dependency Ratio -1.706 -0.642 -0.225
(-4.23) (-2.91) (-0.726)
Adjusted R-Squared 0.64 0.06 0.66
Sample size 339 367 362

See notes to table 9-2.
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CHAPTER 10
Income-Trade Interactions in the Analysis
of Trade Liberalization

International trade has grown more rapidly than U.S. exports in these categories have grown more
worldwide income in recent decades, and global rapidly than other exports in recent years. The
patterns of consumption have shown broad shifts estimate is carried out using a technique which is
among different categories of goods and services. Theparticularly suitable for representing income and price
analyses presented in this chapter examine differencelasticities in a flexible manner consistent with
in the tendency of trade in differentl goods to grow economic theory. The results indicate that during
more rapidly than income for different countries, and 1980-95, an increase of $1 in the rest of the world’s
relate those differences to the tendency of different GDP induced an increase in U.S. exports of
goods to grow disproportionately in global machinery and transport equipment of $1.65. Fourth,
consumption as global income grows. As discussed inan analysis is presented of the possibility that global
chapters 3, 4, and 5, more accurate estimates of theshifts in consumption patterns may partly explain the
elasticities of trade and consumption with respect to sectoral pattern of rapid trade growth in recent years.
income are useful for validation of dynamic In this analysis, the income elasticity of consumption
simulation models against historical data, and more is examined using cross-section data for a sample of
accurate and detailed estimates of these elasticities camegions comprising most of the world economy.
improve the quality of estimates obtained from These data permit comparison of consumption
dynamic simulation modeling of the global economy. patterns in lower-income and higher-income countries.
Models which assume, implicity or explicitly, that all Categories of manufactures that are more important in
forms of trade and consumption grow proportionately the budgets of consumers in higher-income countries
with income may understate the benefits of trade correspond broadly to the categories of manufactures
liberalization in a growing economy. with particularly rapid growth in trade. The rapid

. i growth of services consumption suggests the
. Four types of empirical explorations are presented yssipility of rapid growth in global services trade.
in this chapter. First, econometric estimates of the Finally, a brief assessment is offered of the prospects

income elasticity of demand for imports are generated that global trade will continue to grow more rapidly
for a number of countries. Then, these estimates arey,5n global income in the immediate future.

aggregated into an estimate of the global income

elasticity of trade, which adjusts for shifts in the This analysis is not intended to identify all the
relative prices of tradable goods country by country. possible forces that may explain the fact that trade has
The estimate obtained indicates that every $1 increasegrown more rapidly than income. As pointed out in
in global real income during 1974-93 induced an chapter 3, ongoing trade liberalization and the
increase in world trade of approximately $1.82. cheapening of transportation and communications may
Second, gross estimates of the global income elasticity@lso play a significant role in the story. The available
of trade in particular sectors, disaggregated to the literature does not provide a satisfactory integration of
4-digit SITC level, are presented for the period these various explanations into a unifying econometric
1980-95. These estimates indicate that a substantiaframework, owing in part to the difficulty of
share of world trade is concentrated in certain quantifying the time-series behavior of trade

particularly rapidly-growing categories, dominated by 1 - — :
. . - The income elasticity of demand for a given
transport equipment, machinery (particularly commodity is the ratio of the percentage change in the

electronics), ar_ld apparel- The calculated gross quantity of the commodity demanded to the percentage
income elasticities in these sectors substantially change in income. (For more on income elasticities, see
exceed unity. Third, an estimate is presented of thesection “Trade, Income Growth, and Patterns of Demand,”
export elasticity of world demand for U.S. machinery 'C”O%f:;‘;‘opé?tﬁ-s) th-leh(?aggrﬁeo?lisglﬂe{ccgtn?ae;agﬁageah?Izlheen
and transport equipment with respect to real income Inquantity of the commodity demanded to the percentage in
the rest of the world. Machinery and transport price. "For background information on elasticities, see

equipment account for nearly half of U.S. exports, and Theil (1975).
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liberalization and transactions costs. Nonetheless,provided by assumption; a value of 0 generates an
the evidence presented here suggests that theabsolute lower bound for plausible estimates of the
influence of expanding incomes on consumption and global income elasticity,,  while a value ofey =
trade provides a significant part of the explanation 1 is used to generate a conservative “best estimate”
for rapid trade growth. of ey. The hypothesis that the global income
elasticity does not exceed 1 can be tested by
imposing e, = 1 in equation 10.1 and using the

EStimateS Of Nationa| and econometric estimates af to solve forey. If the

value of ex obtained by this procedure is negative

Global Income Elasticities (which violates the reasonable lower bound of 0),

then the global income elasticity exceeds 1.
of Import Demand

As was mentioned in chapter 3, during 1960-95 Calculation of National Income
real world trade grew at 6.1 percent per year while i~
real world output grew at 3.8 percent per year. Since EIaStICItIeS Of Import Demand
world output equals world income, and since the
definition of income elasticity of trade is the The Model
pﬁrcentage .change i?htrade diVi%e? by thebpercenctjagge Import demand functions were estimated for a
change in income, these raw data can be used to ; ; .
compute an estimate of the gross elasticity of world NUmPer of countries. In equation 10.2, the S,ht‘/bs‘?”pts
trade with respect to world income of 6.1/3.8, or Kand tstand for countries and years, respectrvely:
approximately 1.61. Economists generally prefer to
work with the more focused concept of an income
elasticity of importdemand which recognizes that the
demand for imports depends on the relative prices of log ok =gk + [30 kt= [30 Dk it +
imports with respect to other goods. If import prices ' ' o
have fallen relative to other prices, this could account
for some part of the increase in global trade. There are
no directly available data on the aggregate import
price for the world, and the construction of such a ek,pd0g PDx + €k pm l0gP M + uk
price involves significant conceptual difficulties.
These difficulties largely explain why direct econo-
metric estimates of the global income elasticity of
import demand are not found in the literature. The
difficulties are circumvented here by generating
country-by-country estimates of the income elasticity
of import demand, using country-specific import and

(10.2) gy ylogYy + expyDk dogYk +

domestic prices, and aggregating these to provide an,pere q = real imports
estimate of the global income elasticity.
The econometric estimates of national income apk = constant term

elasticities in this section are aggregated to a
numerical estimate of a world income elasticity of

trade according to: Bok = coefficient of the time trend

D kt = a dummy variable, set equal to
1 after an episode of structural change
in country k and equal to

0 otherwise (see under “Estimation
we w)e _ &
(10.1) 2N+ l) x= w Strategy and Results by Country,”
below)
where w is the share of country i in world 2 By using logarithms for both the dependent and

imports; ¢; is the econometrically estimated income independent variables, the regression coefficients represent

elasticity of import demand for country ey is the elasticities. For a review of the relationship between
. . : functional form and elasticity in regression equations, see
assumed income elasticity of import demand for the Donnelly (1996). For a general description of this type

rest of the world, and, is the estimated income of econometric models, see Deaton and Muellbauer (1986,
elasticity of world trade. The value ofy is p. 17).
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ek, y = elasticity of imports with
respect to income for country k

ek,py = marginal increase in income
elasticity of imports after structural
break in country k

Yk = real income in country k

ek, pd = elasticity of imports with
respect to domestic prices in country k

PDy = domestic price level in country k

ek, pm = elasticity of imports with
respect to import prices in country k

PMg = import price level in country k
ug = error term for country k

The expected sign for the regression coefficient of
real income (that is, the income elasticity of imports is

Thailand, Turkey, the United States, the United
Kingdom, and Zimbabwe. These countries were
selected in order to obtain both representation of
large economies and broad coverage in terms of
regions, consistent with data availability. Annual
data for 1970-93 were obtained from the World
Bank’s STARS database. The GDP deflator was used
as a proxy for domestic prices and the import price
index as a proxy for import prices.

Estimation Strategy and Results by
Country

Estimation was carried out on the first-differenced
form of equation 10.2.  After initial estimation with
OLS, the method of seemingly unrelated regression
(SUR) was applied to improve the efficiency of the
estimates and to account for  potential
contemporaneous correlation of the error tefms.
From the SUR results, a specification for each
individual country was selected based upon the

increases in import demand.
structural breakegy represents the income elasticity
before the structural break ang y + ek py represents
the income elasticity after the structural break; thus,
bothe x y and ey + ekpy are expected to be
positive. The expected sign of the import price

In the case of a

4 Technical note Dickey-Fuller unit root tests
indicated that each of the time series used in this analysis
was integrated of order 1. Johansen’s full information
maximum likelihood (FIML) procedure was used to test
cointegration among the variables. The test rejected the
null hypothesis of no cointegration among the variables
for the countries tested, and identified multiple

elasticity is negative, since more expensive imports cointegrating vectors. The logarithms of the data were

discourage importation. The expected sign of the
domestic price elasticity is positive, since high
domestic prices encourage substitution
imports. This specification, expressing import demand
as a function of income levels, and domestic and
import prices, is the most widely used one in
estimating demand for imporés.

The Data

The econometric analysis included the following
19 countries: Argentina, Canada, Colombia, Cote
d’lvoire, France, Germany, India, Indonesia, Italy,
Japan, Mexico, Nigeria, Pakistan, South Africa,

3 The most recent major study (Carone (1996)) on
U.S. income elasticities of import demand used this
specification. Carone partially justifies the choice of this
specification with an econometrics study by Thursby and
Thursby (1984), which tested the most commonly used
specifications to model aggregate import demand for the
United States, Canada, Germany, Japan, and the United
Kingdom. This study found the functional forms in
equation 10.1 to be preferable to several alternatives,

first-differenced prior to estimation in order to render the
time series individually stationary. First-differencing

towards Vectors of nonstationary but cointegrated variables raises

well-known issues with respect to appropriate estimation
technique; see Engle and Granger (1987) and Johansen
and Juselius (1990).

Pairwise tests on real income and real imports for
each country reveal that these variables are not
cointegrated. This result implies that the multiple
cointegrating vectors found by the Johansen test
principally involve the two price terms, and that purging
the data of its long-run components through first
differencing is unlikely to affect the estimated income
elasticities significantly.

Using both the CUSUM test and Chow tests on
equation 10.1, estimated by ordinary least squares,
structural breaks in the estimated relationship were
identified for certain countries. In order to conserve
degrees of freedom, the structural break was accounted for
by interacting the dummy variable, [}, with the income
elasticity coefficient and/or the coefficient for the time
trend, B ok . Structural breaks occurred for the following
countries (the year of the break is indicated in
parentheses): Canada (1981), Colombia (1984), Codte
d’lvoire (1980), France (1978), Germany (1980), India
(1982), Italy (1988), Japan (1985), Mexico (1986), Nigeria
(1981), Pakistan (1975), South Africa (1985), Turkey

based on considerations of the efficiency and unbiasedness(1976), and the United Kingdom (1978). At these dates,

of the estimates.

the p-value of the Chow test for each country is
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statistical significance (Table 10-1). The estimates theory; in cases where a structural break was present,
account for structural breaks in the time series andincome elasticity was positive both before and after
first-order autocorrelation. Several alternate specifi- the break. In the case of Nigeria, an implausible
cations were tested with respect to the order of negative estimate of the income elasticity appears
autocorrelation and the treatment of the structural before the structural break. For 16 countries, the
break. While these do not exhaust the full range of demand for imports was income-elastic throughout the
potentially applicable econometric techniques, it is sample period, while for the other three countries
likely that the principal result presented in this (Cote d'lvoire, Germany, and India), import demand
section, namely, that the global income elasticity of was income-elastic for at least part of the sample
trade substantially exceeds 1, is robust to alternativeperiod. This finding alone is sufficient to indicate a
estimation procedures. high degree of income elasticity for world trade. The
The estimates in table 10-1 are broadly consistent€Stimates of the import price elasticity were negative
with economic theory, with the quality of the for 14 of the 19 countries, consistent vy|th economic
estimates varying from country to country. This is theory, while the estimates for Cote d'lvoire,
unsurprising given the wide range of incomes, Germany, India, Indonesia, and Japan yielded perverse
consumer tastes, and quality of data represented in th@0sitive signs. For 16 countries, the Durbin-Watson
sample of countries analyzed. In order to qualify for Statistic either rejects the presence of serial correlation
utilization in the estimate of global income elasticity OF iS in the range of indeterminacy for that statistic.
of trade, the following criteria were employed; the !N general, serial correlation does not appear to be a
estimate of the income elasticity must be positive both Problem for these estimates. —For three countries
at the beginning and the end of the period, the (Ind_la,_ Indone5|a_, a_lnd Nigeria) the Durbln-Watso_n
estimate of the import price elasticity must be statistic does_ mdm;ate _ the presence of serl_al
negative, and the estimated residuals must not possesgorrelation. — Since first-differencing the data used in

a high degree of serial correlation. the re_gressio_n elimi_nated the _bulk of the problem
associated with serial correlation, the standards of
4—Continued cross-sectional regression apply to evaluating the

minimized. Indications of structural breaks were identical coefficients of determination @R The coefficients of
under the Chow test and the CUSUM tests. determination in cross-sectional regressions are

The coefficient for the time trend in equation 10.1 . .
becomes an intercept term upon first-differencing. generally lower than those obtained from regressions

Specifications were tested with and without an intercept ~ Performed on time series data.

term (since a time trend is not always present in the data ; ; ; A i
on log levels), with and without a structural break in the Thus, the estimates of six countries (Cote d'lvoire,

intercept, and with and without a structural break in the ~ G€rmany, India, Indonesia, Japan, and Nigeria) were
income elasticity, with the ultimate specification being excluded from the calculation of the global income

chosen on the grounds of goodness-of-fit and consistency elasticity on grounds of either a perverse sign for the
of the estimate parameters of the income and import price import price elasticity or serial correlation in

elasticities with economic theory. ; - . .
The initial SUR specification was based on the residuals. The estimate of the global income elasticity

treatment of the structural break and the intercept term in Of trade is based on the econometrically generated
the OLS specifications. The treatment of the structural ~income elasticities for the remaining thirteen

break and the intercept were then adjusted according to  countries. In the case of countries with structural
the same criteria used to select the original OLS breaks in the income elasticity (Colombia, France, and

specification. N . Mexico) the estimate for the most recent period (i.e.
Some researchers have investigated the issue of fter th | break) i d
simultaneity in import demand equations. In principle, after the structural break) is used.

aggregate imports are determined simultaneously by
import demand and export supply. The estimation of a
single equation for import demand, as carried out here, I I

can be motivated by the assumption of an infinitely elastic Generallzatlon tO GIObaI Level
export supply curve, the so-called “small country”

assumption in international economics (Goldstein and Based on the considerations described above, the

Khan (1985)). Marquez (1992) notes that of 110 global income elasticity was estimated with equation
published econometric studies of trade elasticities during 10.1, using income elasticities for the following
1941-91, 94 treated import demand as if it were countries: Argentina, Colombia, Canada, France, Italy,

independent rather than simultaneously determined with Mexico, Pakistan, South Africa, Thailand, Turkey, the

export supply. Moreover, the issue of simultaneity ; ; ; ;
principally affects estimates of the price elasticities, since United Kingdom, the United States, and Zimbabwe.

prices appear both in the supply and demand functions. The average income elasticity for France, Italy, and

The focus of the present analysis is on the income the United Kingdom was used to approximate the
elasticity, which generally appears only in the demand income elasticity for the European Union (EU). (The
function. 3 countries accounted for close to 40 percent of EU

For all countries except one, the estimated incomeimports during the first half of the 1990s. The
elasticity was positive, consistent with economic combined market shares of the countries considered
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Table 10-1

Seemingly unrelated regression estimates

Real GDP Import

Country Real GDP price price Constant R2 DW p(3)
GDP shifter index index Constant shifter (2

Argentina 241 _ 0.05 -0.71 _ _ 0.22 |1.390 0.37
(19.50) (6.94) (-3.79)

Canada 2.23 _ -0.22 -0.36 _ _ 0.76 ]1.535 0.76
(26.95) (-1.82) (-4.51)

Colombia 2.08 -0.35 1.45 -0.64 -0.31 _ 0.09 |1.249 -0.09
(2.45) (-0.55) (4.31) (-2.38) (-3.61)

Cote d'lvoire (0.81 -0.27 0.06 0.45 -0.01 _ 0.26 |1.898 0.26
(4.32) (-0.94) (0.70) (3.43) (-0.64)

France 3.00 -0.38 0.07 -0.18 _ _ 0.36 |1.252 0.23
(9.92) (-1.19) (0.66) (-2.51)

Germany 1.64 -0.90 0.12 0.05 _ 0.02 0.50 [1.424 0.50
(13.20) | (-6.83) (1.08) (1.42) (3.88)

India 0.67 0.71 -0.10 0.14 _ _ 0.18 |1.044 0.11
(7.39) (6.07) (-1.01) (1.92)

Indonesia 3.45 _ 0.34 0.03 -0.18 _ 0.26 |1.209 0.28
(12.38) (2.49) (0.12) (-6.91)

Italy 2.50 _ 0.00 -0.22 _ _ 0.35 [1.639 0.33
(19.32) (0.01) (-3.69)

Japan 2.98 _ 0.89 0.03 -0.13 0.10 0.51 |2.160 0.44
(13.46) (6.53) (0.40) (-6.85) (5.16)

Mexico 6.03 -2.14 0.23 -0.83 -0.24 0.19 0.74 |1.911 0.70
(29.57) | (-8.30) (9.70) (-6.00) (-9.10) (11.79)

Nigeria -2.64 3.66 0.48 -1.34 0.33 -0.49 0.23 |1.088 0.11
(-6.36) (6.41) (5.35) (-3.07) (5.21) (-9.18)

Pakistan 1.10 _ 1.59 -1.05 -0.11 _ 0.30 |1.529 0.27
(6.62) (17.44) (-6.60) (-5.77)

South Africa | 3.52 _ -0.12 -0.09 -0.07 0.07 0.68 [2.109 0.64
(26.88) (-1.64) (-3.07) (-4.80) (4.62)

Thailand 3.04 _ -0.28 -0.23 -0.10 _ 0.42 |2.575 0.40
(14.08) (-1.34) (-1.83) (-4.88)

Turkey 2.40 _ 0.44 -0.53 -0.07 -0.14 0.34 |1.470 0.21
(8.74) (3.56) (-4.37) (1.76) (-3.49)

U.K. 1.18 _ 0.26 -0.00 _ _ 0.15 |1.424 0.07
(10.64) (4.02) (-0.05)

United 222 _ -0.09 -0.12 _ _ 0.77 |2.313 0.75

States (26.23) (-0.95) (-2.65)

Zimbabwe 1.23 _ 0.07 -0.25 -0.01 _ 0.13 |2.145 0.02
(17.27) (1.38) (-2.58) (-0.40)

1 Coefficients printed in italics are statistically significant at .10, coefficients printed in bold are statistically

significant at .05, and coefficients printed in bold italics are statistically significant at .01 (two- tail test).
2 The R2 reported are results of SUR estimations. They are coefficients of determination, measuring deviations
between predicted and observed values. Their interpretation is analogous, but not identical, to that of coefficients of

determination obtained from single equation OLS estimations.
3 Denotes the Cochrane-Orcutt serial correlation parameter.

Source: USITC staff calculations; see text for details.
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accounted for 62 percent of world imports for the recent decades is robust to the application of varying
period under consideration. modes of econometric analysis.

Assuming that income neutrality prevailed in

global trade from 1970 to 1993, equation 10.1 PR
becomes 1.44 + 0.88 =1, where 1.44 is the sum GrOSS |nC0me EIaSthltleS Of

of the income elasticities of the countries selected Trade in Particular SeCtorS

from Table 10.1, weighted by their respective market

shares in world imports.  This expression shows that  Gijyen that the gross elasticity of world trade with
for income-neutral demand to hold at a global level, respect to world income is on the order of 1.5 to 2,
the income elasticities in the rest of the world, the income elasticities of certain specific components
representing approximately 38 percent of world of trade with respect to world income is likely to be
imports, would have to sum to a negative number, sypstantially higher. This is illustrated in part by the
that is,ex < 0. This is inadmissible, since it implies estimates of elasticities of U.S. exports with respect to
that for these countries, imports decline with \world income, presented in table 3.4.  This section is
increasing income (i.e. imported goods are inferior in designed to look at income elasticities of more
consumption). ~ Even if the income elasticity of disaggregated categories of world trade with respect
imports for the countries not included in the to world income, in particular world trade at the
estimation was assumed to be zero during the periods-digit SITC level over the period 1980-95. In order
under examination, the global income elasticity of tg examine such a large set of disaggregated
trade would still be 1.44.  This lower-bound estimate categories econometrically, world time series of prices
is substantially in excess of unity, given that the would be necessary at the 4-digit SITC level. This
standard error of estimates for the countries includedsection presents estimates of the gross elasticities of
in the calculations, weighted by their market shares, world trade in these sectors with respect to world
was found to be 0.1457. Thus, even the income. The gross elasticity used in this section is
unrealistically low estimate of 1.44 for the global defined as the percentage change in per capita real
income elasticity of trade exceeds the unit-elastic exports divided by the percentage change in per capita
value of 1 by approximately three standard deviations, real income, without any attempt to adjust for changes
so that the hypothesis of income-neutrality is rejected in the relative prices of the goods in question. The
with better than 99 percent confidence. Using a dollar values of both real global exports and real

plausible, but still conservative estimate of 1 for the global income were calculated using the GDP deflator
rest-of-world income elasticity of trade, the most for the United States.

reasonable estimate of the income elasticity of world
trade comes to 1.82. That is, every $1 increase in
world real incomes generates an increase of
approximately $1.82 in world trade.

Several estimates of the gross elasticitity of world
trade with respect to world income have been
presented already in chapter 3 and in this ch&pter.
Summarizing these, the gross elasticity of world trade
with respect to world income was 1.61 during
1960-95, 1.51 during 1986-80 and 1.71 during
conclusion gleaned from the literature that such 1991-93. Comparing these estimates with each other,
estimates are sensitive to the econometric and with the econometric estimate computed in the

. : previous section of 1.82 for the elasticity of global
[:na?ct:ﬁ?a?t?c!ﬁ? ant(jsetém(zhagglrods cc;)rrzost?]ré Ig;icthgf trade with respect to globa] _irjcome during 1970-93,
variability in published estimates of trade elasticities.) suggLTsts tthat mco_m((ja elas(tjlctlﬁets tﬁre relatlveily t_stg;:_ble
Therefore, estimates of the global income elasticity over fong Ume periods, an at thé gross elasticities

of trade are also expected to show a wide dispersion Provide reasonable first-order approximations to
Nonetheless, as the survey of literature on inComeeconometrlcally estimated elasticities which account
elasticity estimates indicated, and as exploration of for price shiits of traded goods. Thus, the gross

alternate econometric specifications at the USITC €lasticities presented here for particular sectors
confirmed, income elasticities of imports appear to provide useful information about the responsiveness

have been in excess of unity for the industrialized of narrowly defined categories of trade with respect to

countries since the 1960s, as well as for many 5 Technical note These estimates use total exports
developing countries, regardless of the methodology and total income rather than per capita exports and per
and time period selected for the calculations.  The capita income. The use of per capita figures is designed
trade of the industrialized countries account for the {0 provide gross elasticities based on the expenditure

. . . atterns of a typical household. However, the correction
bulk of world trade. Thus, the wide dispersion of Por per capita %pcome in the numerator and the

national and, hence, global estimates notwithstanding,denominator is approximately offsetting, yielding only a
the fact that world trade has been income-elastic in small adjustment to the final figure.

In the course of estimating national income
elasticities to import, the USITC staff confirmed the
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Table 10-2
Selected estimates of gross elasticities of world trade with respect to world income, 1980-95, by
4-digit SITC categories

Gross income

elasticity of Percentage of
world trade world trade,
SITC Description 1980-1995 1995
7810 Passenger motor vehicles 4.35 4.66
T76A Semiconductors, cathode ray tubes, etc. 15.10 3.73
752A Automatic data processing machines and units thereof 12.54 2.66
7849 Miscellaneous motor vehicle parts 413 2.38
7649 Misc. parts of telecommunications equipment 7.18 2.19
7512 Calculating machines, cash registers, etc. 11.80 1.85
583A Polymerization and copolymerization products (plastics) 5.19 1.85
792A Aircraft and associated equipment 1.20 1.57
7284 Machines and appliances for particular industries 6.58 1.33
T72A Electrical apparatus (switches, relays, fuses, plugs, etc.) 6.30 1.32
7139 Parts of internal combustion piston engines 4.36 1.01
821A Furniture and parts thereof 5.25 0.94
5417 Medicaments, including veterinary medicaments 6.70 0.91
7788 Other electrical machinery and equipment 9.00 0.87
8748 Electrical measuring, checking, analyzing instruments 3.11 0.84
8510 Footwear 3.43 0.82
5989 Miscellaneous chemical products and preparations 2.45 0.77
8939 Miscellaneous articles of plastic 8.36 0.72
8942 Children’s toys and games 6.97 0.59
714A Engines and motors, non-electric 2.73 0.59

Source: USITC staff calculations; see text for details.

income, as a proxy for econometrically estimated share of these commodities in global trade is
elasticities. It should be borne in mind that over an increasing, there is support for the likelihood of
extended period of time, relative price shifts can be continued high income elasticities of trade in the
significant, and econometrically estimated income immediate short run. Such commodities as autos,
elasticities using commodity-specific price deflators semiconductors, computers, aircraft, and plastics have
would differ from those presented hére. gross global income elasticities of trade ranging from

Table 10-2 presents calculations of the gross 61t is not possible to make useful generalizations
ela_st|C|ty of world trade with re.sp.ect to world income, about whether estimated demand functions using
using trade data from th&tatistics Canada World  commodity-specific prices would yield higher or lower
Trade DataBaseon CD-ROM, and data on world income elasticities than those presented here. For a
income and population from the World Bank STARS commodity such as semiconductors, with rapidly falling
database. The elasticities were calculated over the'€lative prices, econometric estimation would attribute

- ’ : . some part of the rapid growth in trade to falling prices,
period _1980'95' . The particular _4-d|g|t SITC which would tend to reduce the estimated income
categories shown in Table 10-2 constitute the largestelasticity. However, using a price index specific to
categories of trade for which the estimated crude semiconductors would reveal that the volume increase in
income elasticity exceeds unity. As shown 16 of the global semiconductor trade was even more rapid than that
20 largest identifiable commodity categories show &ssumed in the present calculation, which would tend to
income-elastic demand. These categories amounted td"'“"®%%° the estimated income elasticity.
31.3 percent of all global trade in 1995. Since the
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1.2 to over 10. The list of high-elasticity products rising per capita income, whether on the production
with a significant share of international trade is not side or on the consumption side. Further research is
limited to “high-technology” products, as it includes warranted to provide additional detaill on these
such commodities as furniture, footwear, and patterns.

children’s toys and games. All of the products in

Table 10-2, however, possess some significant degree
of product differentiation; there are no agricultural or

mineral products on the list, which tend to be

relatively homogeneous in their attributes. Textile

and apparel products also have high income
elasticities. While no individual category in textiles I

and apparel is sufficiently large to appear in Table EqUIpment EXportS

10-2, the three largest such categories (SITC 8429,  This section demonstrates the estimation of an
“other outer garments of textile fabrics,” SITC 6531, income elasticity for the exports of a single industry
“fabrics, woven of continuous synthetic fabrics, and iy 5 single country, using the example of U.S.
SITC 8461, “under garments, knitted or crocheted”) machinery and transport equipment exports during
account together for approximately 1.5 percent of 1980-95.° The measure of income chosen is
global trade and have gross income elasticities Of rest-of-world income, which approximates demand for

Income Elasticities for U.S.
Machinery and Transport

6.33, 2.42, and 8.74 respectively.

The transformation of consumption with rising
income provides a partial, but not a complete,
explanation for the commodity composition of the
most rapidly increasing component of world trade.
The list of commodities with rapidly growing trade in
table 10.2 includes both commodities in the rapidly
growing categories of consumption (e.g. motor
vehicles and footwear) and commodities which are
not consumption goods at all, but intermediate inputs
into  production (e.g. semiconductors, many
computers, plastics, electrical apparatus.) The rapid
growth in trade in these commodities may be better
explained by the transformation of production with
rising incomes, which parallels the transformation of
consumption. As middle-income countries develop,
they take on more and more production of “high-tech”
commodities, which have become technologically

U. S. products globally. The sector was chosen
because it accounts for a large share of U.S. exports.
During each of the six years from 1990 through 1995,
growth in U.S. machinery and equipment exports
(SITC 7) outstripped growth in total U.S. exports.
The share of machinery and equipment in total U.S.
exports increased from 43.3 percent in 1989 to 49.9
percent in 1995 (United Natioristernational Trade
Statistics Yearbogkvarious years, and USITC staff
calculations). The growth rate of U.S. machinery and
equipment exports from 1989-95 was a compounded
10.1 percent per annum, well exceeding the
compounded 7.6 percent growth in total U.S. exports.
By comparison, nominal U.S. GDP rose at a 4.9
percent rate during the same perio@ogncil of
Economic Advisors 1997, and USITC staff
calculations.)

The section illustrates estimation of the income

mature in the most advanced countries, and which areelasticity using the almost ideal demand system
replaced in the product cycle by new inventions in the (AIDS), which is particularly suited for the flexible
most advanced countries (Vernon (1966)). Fitting estimation of income and price elasticities in a manner
Chenery curves to international production data rather consistent with economic theory and which avoids the
than consumption data would reveal similar pattern to mechanical imposition of homotheticity (constant
those identified in the consumption data. Thus, it is budget shares) implicit in some other approaches. As
reasonable to argue that a fairly large share of theMarquez (1992) notes, the implied constraints
transformation of global trade patterns in terms of the imposed by economic theory on the econometric
most rapidly-growing commodities is associated with estimation of trade elasticities are frequently ignored
in practice, and incorporating these constraints can
improve the quality of the estimates obtained. The
AIDS function is also a useful tool in simulation
modeling.

7 Among the 20 largest 4-digit SITC categories
representing identifiable commodities in world trade in
1995, the four for which global trade did not grow more
rapidly than global income are petroleum oils and crude
oils obtained from bituminous materials (SITC 3330),
universals, plates, and sheets of iron and steel (SITC
6749), motor vehicles for transport of goods (SITC 7821),
and diamonds, unworked or unmounted (SITC 6672).
The categories of “special transactions and commodities
not classified as to kind” (SITC 9310) and “non-identified
products” (SITC 9999) accounted jointly for 3.5 percent
of global trade in 1995, and had crude income elasticities
of 2.62 and 6.07, respectively, during the period under
consideration.

The estimate of the income elasticity obtained was
1.65, indicating that each $1 in rest-of-world
economic growth induces $1.65 in U.S. exports of
machinery and transport equipment. The estimate
implies that in an environment of sustained world
economic growth, this large category of U.S. exports
should continue to enjoy substantial expansion in the
immediate future.
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Methodology time series for 1980-95: U.S. market shares in world

imports, world real export price indices, and real
The calculation is based on the almost ideal world GDP less the U.S. GDP.

demand system (AIDS). AIDS facilitates the

quantification of consumer demand, based on the

well-established theoretical axioms of optimal

consumer behaviér. The AIDS model specifies

market shares in the following way:

_ X
Vi Inp; = By In(ﬁ)

Application to U.S. Machinery
and Transport Equipment

The application of AIDS to estimate world income
elasticities for machinery and equipment (SITC
section 7) defines the terms of equation 10.3 as
follows: wy is the share of machinery and equipment

WiEOLi=

(10.3)

in which w is the share of the i-th product in the

consumer’s budgety, vjj and f are parameters 10 among worldwide U.S. exports:y, y7j andf7 are

be estimated, jpis the price of the jth good, parameters to be estimateq, {s the world price of
X is total nominal expenditure, and P is a price pe j-th product, where j = 0,..,8.

index. The expression (X/P) in the last term, o . )
denoting real expenditures, is often treated as The specmcatlon selected included the income
exogenous, for example real GDP taken from a €M (that is, world real GDP less the U.S. real GDP),
statistical source. The interpretation of AIDS is and the price indices of sections 5-8, that is, industrial
simple: market shares change with relative prices Products. Commodities belonging to sections 5, 6,
and real expenditurés. Given the regression and 8 were considered gross complements of the
estimates, the elasticity of substitution between two cOmmodities belonging to section 7. The use of world
goods k and j is calculated according to equation PriC€S excludes the possibility of investigating

10.4- substitution among alternative suppliers as a result of
changes in the relative price of U.S. goods. The rise

_ Su- or fall of price indices reflects global movements in

oki=1+ Ykj _9kj the given commodity section, not specific to any

(10.4) ! VWY Wi particular supplier, foreign or domestic. This

for which 8 = 1 for k=j (own-price elasticities) and
0 = 0 otherwise (cross-price elasticities.)

Income nation of the

circumstance excludes the effects of short-term
competition among the suppliers, allowing exami-
longer-term effects of  changing

elasticities are derived from the estimated regressionworldwide scarcities upon U.S. expoHs.

parameters according to equation 10.5:

(10.5) £k W

The Data

Results

The real income coefficienp; was found to be
0.2950, with a standard error of 0.1017, and a t-ratio
of 2.9. Using equation 10.5 with an averagge w
0.4567 for the sample period yields an income
elasticity of 1.65, implying that a 1-percent rise in the

Price data were used for each of the 1-digit SITC rest of the world’s real GDP increased U.S. machinery

sectors, omitting SITC 9, “Commodities

and exports by 1.65 percent. The? Rvas 0.9396. The

transactions not classified elsewhere.” For the rest ofsum of the price coefficients was near zero, implying
the sections, the data base consisted of the followingthat the constraint on price homogeneity is fulfilled

8 Deaton and Muellbauer developed the AIDS model
to help analyze consumer behavior (Deaton and
Muellbauer (1980)). Since its introduction in 1980, AIDS

without the normal imposition of constraints and that
the requirements for a homogeneous cost curve and
related optimizing behavior in consumption are met.

has become a staple of demand theory and has been usedThe value of the Durbin-Watson statistic is 1.823,

in numerous empirical studies. For a description of its
applications in a USITC model, see Pogany (1996).

9 Technical note - The imposition of restrictions on
the parameters of equation 10.3 are described in Deaton
and Muellbauer (1980); these restrictions ensure that the
estimated demand system is consistent with economic
theory. Since the present application estimates only a

single equation rather than an entire demand system, only

the constraint pertaining to the homogeneity of prices is
binding. This requires that the sum of tebe
constrained to be equal to 0.

which indicates that the estimates do not suffer from
serial correlation. Applying equation 10.4, and using
the value ofy7 = 0.17547 obtained in the estimation,

the own-price elasticity for U.S. exports of machinery
and equipment yields - 0.3488.

10 The approach is similar to the first application of
AIDS by Deaton and Muellbauer to postwar domestic
consumption in the United Kingdom (Deaton and
Muellbauer (1980)).
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Deve|opment Consumption Chenery curves in this study. Data were used for 22

regions, encompassing most of the world econbny.

and Trade: Chenery Consumption is calculated as domestically produced
goods for final consumption, plus imports minus
CurveS exports. Per capita GNP figures from the World

) . . Bank's STARS data system were used as proxies for
The concentration of global trade in particular per capita incomes. The GTAP model's 37

commodities with income-elastic _demand constitutes commodity groups were aggregated into 10 product
an important part of the explanation as to why trade (service) sectors, as described in Hertel (1997).

has grown more rapidly than income. As countries .
g piaty These sectors are as follows: crops; other agricultural

develop, consumption patterns shift among e i ) :
commodities, moving away from food and toward products; mining products; processed food; textiles,

services, and shifing among categories of Ieather products,_ wood products, nonmet_allic
manufactures. These shifting consumption patternsminerals, and fabricated metal products; chemicals,
are an important underlying reason for above-averagerubber, plastics, beverages, and tobacco products;
growth in world trade in general and in certain transport equipment, machinery, apparel, and primary
categories of world trade in particular. Shifts in ferrous metals; petroleum and coal products;
consumption patterns are particularly important for services; and (the services of) owner-occupied
rapidly developing countries as they progress dwellings. The ratio of payments for labor relative
from lower-middle-income to upper-middle-income to payments for other factors of production is similar
status, corresponding roughly to the World Bank’s for the products (services) within each sector, while

current. (World Development Reporf1997), using  these ratios are significantly different among the
1995 data) characterization of “middle-income ggctors.

countries” as extending approximately from a per
capita income of $770 (Lesotho) to $8,210 (Greéte). For each commodity group, the share of each

These shifts in consumption may be studied by sector’s consumption in the region’s total budget was
plotting the shares of various items in consumption regressed on per capita GNP and the square of per
for different countries with different per capita capita GNP, generating estimates of the parameters c,
incomes as a given point in time, and then pb; andb, of the quadratic function shown in equation
characterizing the relationship between consumption 1qg g:
shares and income by means of fitting smooth curves
to the data. This method is due to Hollis Chenery,
and thel,\2 curves derived are known as “Chenery
curves.’ Cross-country income elasticities can be N — / 2
calculated based on the fited Chenery curves; these(10-6) Gj/Yj = ¢ + by (Y/Ry) +b2(Y/R)
elasticities vary according to income level. Under the
assumptilon that consumers with increasing income 13 The following eight regions in the GTAP database
will_ modify their consumption patterns to resemble were not included an tt?e anaﬂysis; “Rest of South Asia”
those of consumers in countries with somewhat h'gheréother than India, e.g. Bangladesh, Pakistan, Sri Lanka);
incomes, the estimated Chenery curves can be usedcentral America and Caribbean”; “Rest of South
both to characterize visually the composition of America” (countries other than Argentina, Brazil and
consumption at different levels of per capita income Chile, which are included in the analysis as separate
and to obtain estimates of the income elasticity of regions); “EU3” (Austria, Finland, and Sweden);
consumption of different goods and services at “European Free Trade Area” (Iceland, Norway, and
different per capita incomes. It should be noted that SWitzerland); “Middle East and North Africa”, *Rest of
these cross-section estimates of the income eIasticity%orr']gnigctgﬂsgrt]'ggm?;cgjl;ﬁegc’)u\g“g?nséﬁ‘é'f’cc\)ﬂitt';iaegz and
are distinct from, but complementary to, estimates of g '

. ’ . : . Taiwan.
the income elasticity obtained from time-series data. 14 The names used for the manufacturing and services

sectors here are modified from their labels in the GTAP
database for ease of interpretation. The original names
and classifications are according to the relative capital-

Data and MethOdOIOQy and labor-intensity of production; thus, “processed food,”

. . “chemicals, rubber...”, “textiles, leather...”,, “transport

The Global Trade Analysis Project (GTAP), an equipment, machinery...”, “services”, and “ownership of
applied general equilibrium model, was the source of dwellings” in this chapter correspond, respectively, to
the consumption share data necessary for generatingiertel's nomenclature of “highly capital-intensive
manufactures,” “moderately capital-intensive

11 By comparison, the World Bank reports the per manufactures,” “moderately labor-intensive manufactures,”
capita income of the United States in 1995 to be $26,980. “highly labor-intensive manufactures,” “labor-intensive

12 For details on the application of this methodology, services,” and “capital-intensive services” in the GTAP
see Chenery (1979). database.
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In the above expressionjj @hdicates the level of  reasonable range, with the categories of crops and
domestic consumption in sector i in region j; Y agricultural products showing negative income
equals GDP, and jPequals population; thus, Y/P elasticities above the middle-income level, implying
represents per capita GDP. The coefficients;cabd that these are inferior goods in consumption.
b, are estimated by OLS regression. The null (Above the middle-income level, primary agricultural
hypothesis of unit income elasticity can be tested products tend increasingly to be channeled into food
against the alternative of income sensitivity by a joint processing rather than consumed directly in the
F-test on the parameters land b. A finding that the household). The hypothesis of unit income elasticity
parameters are jointly insignificant amounts to a is soundly rejected for crops, other agricultural
finding of unit income elasticity, and the graph of the products, food processing, and services, and
Chenery curve will be an approximately horizontal marginally rejected for owner-occupied dwellings.
line at the average consumption share. 1lfdnd b Of these sectors, crops, other agriculture, and food
are jointly significant, consumption in the sector is processing have income-inelastic demand. Applying
either income-elastic or income-inelastic over a the data from figure 10.1, the fitted budget share of
significant range. The graph of the Chenery curve these three food-related sectors together declines
will be positively sloped if consumption of the from about 27 percent of income for the poorest
sector’s output is income-elastic at all levels of per countries to about 7 percent of income for a country
capita income, negatively sloped if consumption is with a per capita income of $15,000. The two
always income-inelastic, and either U-shaped or service sectors (servicgser seand owner-occupied
inverted-U-shaped if consumption has elastic and dwellings) both have income-elastic consumption
inelastic ranges. demand, ranging from elasticities of slightly over 1
to over 1.4. Again applying figure 10.1, the total

An alternate way of summarizing the information ; , g
in the Chenery curves is to calculate the income _budget share for services and ownership of dwellings

elasticity of consumption for various levels of per INCreases from about 48 percent of consumption in

capita income. Given estimates of the parameters oft"€ PoOrest countries to  about 6f6 peorggnt of
equation 10.6, one can derive the following formula CONSUMPption at a per capita income of $15,000.

for the elasticity of per capita consumption with By conventional statistical standards, the income
regard to per capita income; e effects are relatively weak for mining, for petroleum
_ (Yi/P) and coal products, and for the three categories of
gj = [c +2by(Yj/P)+3bx(Y;/P)? ] (CJ/Fi) manufactures other than food processing.
i

(10.7) The earlier analysis in this chapter, as well as the
estimates from the literature presented in chapter 3,
Equation 10.7 permits the derivation of the showed that income elasticities were particularly high
income elasticities implied by the regression results.  for transport equipment, machinery, and apparel. In
the GTAP database these categories of manufactures
are aggregated together. Figure 10.1 shows that the
ResultS estimated budget share of these manufactures in total
i . consumption increases from 7 percent for very poor
Table 10.3 shows the fitted values for equation ¢oyntries to over 11 percent at a per capita income of
10.6, while figure 10.1 shows the Chenery curves g13 000-$13,000, and then declines slightly. Table

obtained_ by. graphing the fitted function for a range of 14 3 reports  estimated  income  elasticities
per capita income from $0 to $20,000. Table 10.4

shows the estimated elasticities calculated according 1> —Continued

to equation 10.7. These were evaluated at a per capit@roducts in total income for an income of Y/P = 2,000 is
income of $2,000 (approximately equal to that of €dualto

Thailand), $6,000 (approximately the level of CIY = .144 -(7.3*16)(2,000)+1.6*16%0 (2,00) =
Argentina), and $12,000 (approximately the level of 13004

New Zealand}> The results are generally in a

To evaluate the income elasticity according to

15 As an example of the relationship between the equation 10.7, first evaluate the final term (Y/P)/(C/P) =
regression results in table 10.3 and the estimated Y/C = 1/.13004, or 7.69. Then equation 10.7 can be
elasticities in table 10.4, consider the evaluation of the evaluated directly as
income elasticity of food processing at a per capita
income of $2,000. According to table 10.3, the estimated g = [.144 -2(7.3*16F)(2,000)+3(1.6*160 )
values of the regression coefficients (which are given in (2,006’-)]*7.69 =.90
scientific notation when they are small in absolute value)
are ¢ = .144, b= -7.3*10°%, and b = 1.6*1010, Thus, Thus the estimated income elasticity of consumption
using equation 10.6 (omitting subscripts for convenience), of food processing products at a per capita income of
the estimated share of consumption of food processing $2000 is .90, as found in table 10.4.
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Table 10-3
Regression of consumption shares on per capita income

Per capita Per capita

Commodity Sector Constant income income squared R2 F-Test
Crops 0.092 “1.1E-05 3.0E-10

(5.19) (-2.38) (1.70) 0.36 5.37
Other agricultural products  0.059 -6.4E-06 1.8E-10

(6.41) (-2.83) (1.98) 0.46 7.96
Mining products 0.003 2.3E-07 -1.2E-11

(1.60) (0.45) (-0.59) 0.03 0.28
Processed food 0.144 -7.3E-0.6 1.6E-10

(9.86) (2.00) (1.10) 0.42 6.85
Textiles, leather, wood, 0.081 -2.0E-07 -3.5E-11
paper, minerals, fabricated (11.00) (-0.11) (-0.49) 0.21 2.50
metal
Chemicals, rubber, 0.058 2.4E-0.6 -1.3E-10
plastics, beverages, (5.38) (0.90) (-1.22) 0.12 1.2
tobacco products
Transport equipment, 0.070 6.4E-06 -2.3E-10
machinery, apparel, (4.44) (1.64) (-1.49) 0.13 141
primary ferrous metals
Petroleum and 0.016 1.3E-06 -6.0E-11
Services 0.450 6.2E-06 8.2E-11

(13.62) (0.76) (0.25) 0.43 7.17
Ownership of dwellings 0.028 7.8E-06 -2.5E-10

(1.75) (1.96) (-1.59) 0.21 2.60

Note.—Coefficients printed in italics are statistically significant at .10, coefficients printed in bold are statistically
significant at .05, and coefficients printed in bold italics are statistically significant at .01.

Source: USITC staff calculations; see text.
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Figure 10-1

Chenery curves: relating per capita income levels to shares of commaodity (service) sectors in total

consumption 1
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11n each of these graphs, the horizontal axis shows annual per capita incomes in dollars, and the vertical axis shows the
percent of the indicated commodity (service) sector in total consumer outlays.

Source: USITC staff calculations; see text.
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Table 10-4
Cross-country, sectoral income elasticities of consumption, estimated from Chenery curves

Per capita income $2,000 $6,000 $12,000
Representative country Thailand Argentina New Zealand
Income elasticity for consumption of:

Crops 0.74 -0.05 -3.79
Other agricultural products 0.75 0.02 -2.68
Mining products 1.10 1.12 0.84
Processed food 0.90 0.70 0.48
Textiles, leather, wood, paper, minerals,

fabricated metal products 0.99 0.95 0.83
Chemicals, rubber, plastics, beverages,

tobacco products 1.06 1.08 0.88
Transport equipment, machinery,

apparel, primary ferrous metals 1.13 1.22 1.10
Petroleum and coal 1.12 1.17 0.94
Services 1.03 1.09 1.44
Ownership of dwellings 1.32 1.18 1.26

Source: USITC staff calculations; see text.

corresponding to the Chenery curve of 1.13 at Y = i
$2,000, 1.22 at Y = $6,000, and 1.10 at Y = Assessmg Future Levels of

$12,000. The finding of income-elastic consumption INCOME SenS|t|V|ty
for this category of manufactures is consistent with
the idea that the rapid growth of these products in There is no guarantee that greater-than-unitary
international trade can be attributed to shifting income elasticities of trade will continue in the future.
consumption  patterns in a growing global As discussed in chapter 3, it is illogical to expect
economytb income elasticities to exceed 1 forever, otherwise
) , , trade would eventually exceed total income and
The results in general reject the hypothesis of hon raded  output  would become  negative.
homotheticity in consumption; in other words, the Ngnetheless, tendencies in the world economy point

composition of consumer budgets in poor and rich 1, the continuation of above-unitary income elasticity
countries is decidedly different. If the data were iy trade. As an illustration of this. USITC staff

consistent with income neutrality, all the Cheney cures g icyjations show that the gross real elasticity of
shown in figure 10-1 would have been straight lines. o4 per capita trade, as defined in the section above
The tendency of services to grow disproportionately o, «Gross Income Elasticities of Trade in Particular

with income is particularly noteworthy.  While the gectors ” increased from 1.51 during 1986-89 to 1.71
available data on total world services trade suffer during 1991-93.

from conceptual and reporting problems, it is likely

that services trade has also grown more rapidly than  As discussed in chapter 3, the growth of per capita
income in recent years, in line with the consumption jncome was linked to the increased weight of
of services. intraindustry trade in total world trade since World

War 1. At present, trade among the developed

16 |t is true that the regression estimates do not reject

unit-elasticity in the classical statistical sense: the F-test countries Is domlnated' by .trad'e In dlfferentlatgd
on the null hypothesis that the two per capita income manufactures, for which intraindustry trade is
coefficients are zero is .268, which is higher than the important. This pattern of world trade is consistent on
commonly accepted level of .10. It should be borne in

mind, though, that this particular regression analysis is 16—Continued

designed to reveal broad regularities about the data rather the budget share of transport equipment, machinery,

than to make out-of-sample predictions. The sample of  apparel, etc. in the consumption of upper-middle-income
regions analyzed includes most of the world economy countries really is larger on average than in lower-income
rather than being a small sample from a hypothetical countries, though the consistency of this pattern is weaker
population of thousands of regions. The results show that than for services, agriculture, and food processing.
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theoretical grounds with a high degree of income that world trade should continue to grow more
elasticity in world trade (see the section on rapidly than world income in the immediate future.
“Markusen’s Model” in Chapter 3.) However as per

capita income increases in the developing countries,  The likely continuation of income-elastic demand
it is likely that the relative importance of trade in for traded goods implies particularly strong export
differentiated products in these countries will grow. opportunities for those U.S. industries whose export
This is due to the transformation of consumption in demand is particularly sensitive to global increases in
these countries towards differentiated products suchincome. As Alterman’s estimates presented in Table
as transport equipment, machinery, and apparel, as3-4 illustrate, these industries include a wide variety
presented in the estimates of Chenery curves earlierof industrial machinery and electircal and electronic
in this chapter. This transformation of consumption goods, as well as motor vehicle parts, ceramic and
will be at least partly reflected in a transformation of china ware, and some precision instruments. The
these countries’ production. The tendency of sectoral estimates of gross import elasticities
production and trade in differentiated products to presented in this chapter reinforce the identification of
increase in relative importance for the developing these sectors as having highly income-sensitive export
countries, coupled with the steadily increasing share demand, as does the econometric estimate presented
of global GDP generated in these countries, implies for U.S. machinery and transport equipment exports.
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Washington, D.C. 20436

Dear Madam Chairman:

The Commission’s 1993 report on the dynamic effects of trade liberalization (USITC
publication 2608, dated February 1993) prepared pursuant to a request from the Office of the United
States Trade Representative, has been a useful source of information on the dynamic economic
effects resultant from trade opening agreements. The Commission’s report suggested that dynamic
effects, such as changes in the rates of saving, investment, and technical innovation resulting from

trade liberalization, potentially provide greater economic benefits than the more commonly measured
static gains from trade liberalization.

The Commission’s previous report primarily covered theoretical literature. The empirical
literature available at that time did little either to test dynamic trade theories or to measure the
dynamic effects of actual trade agreements. Since the release of your report, the empirical literature
on trade, growth, and the dynamic relationships between the two, including attempts to simulate the
dynamic effects of actual or potential trade agreements, has expanded rapidly. An understanding
and appreciation of the potential dynamic gains from trade are needed to contribute to more fully
informed assessments of the trade policy options that confront the President and Congress.

In order to provide a better understanding of the implications of these developments in
economic theory and analysis, under authority delegated by the President and pursuant to Section
332(g) of the Tariff Act of 1930, I request that the Commission institute an investigation to update
the survey of this body of economic research and review and summarize the existing literature,
including theoretical work and empirical applications, both completed and in progress. Please
include as background, a general discussion of the relationship between trade and the underlying

causes of economic growth, such as capital accumulation, technological change, and labor force
growth.

In addition, the Commission should also provide a comprehensive and critical assessment
of the results that this body of literature provides regarding the dynamic gains from trade. This
assessment siould explicitly identify the merits and shortcomings of the technical methods, data, and

results in the existing available literature, and explore empirically the potential improvements that
this assessment may suggest.

2,20900



In view of the outstanding instruction to the Commission on the security classification of

reports prepared by the Commission at the request of the U.S. Trade Representative, it is the

expectation of this office that the Commission’s report will be made available to the public in its
entirety. Therefore, the report should not contain confidential business or national security

information.

The Commission is requested to provide this report not later than one year after receipt of
this letter. The Commission’s assistance in this matter is greatly appreciated.

Sincerely,

Charlene Barshefsky
Acting U.S. Trade Representative
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VERMONT Union Bldg.. is located north of Pope Dated: December 4. 1996.
Chittenden County Joy Hail). The Socorro meeting will be Charles A. Calhoun,

Gray Rocks (Agricultural Resources of

Vermont MPS), US 2. near jct. with US 89,

Richmond, 96001534
WEST VIRGINIA

Ohio County

Shaw Hall, West Liberty State College, -
Bethany Pike, approximately 1.25 mi. S of
jct. with Locust Grove Rd.. West Liberty.
96001528 -

Shotwell Hall, West Liberty State College,
Bethany Pike, approximately 1.25 mi. S of
jct. with Locust Grove Rd., West Liberty.
96001529

WISCONSIN
Grant County
Potosi Badger Huts Site, .5 mi. SW of jct. of

W1 133 and W1 3. Sotosi vicinity,
96001532 T et

[FR Doc. 96-31450 Filed 12~10-96; 8:45 am]
BILLING CODE 4310-70-P

Buréau of Reclamation

Draft Environmental impact Statement
for Rio Grande and Low Flow
Conveyance Channel Between San
Acacia, NM and Elephant Butte
Reservoir '

AGENCY: Bureau of Reclamation,
Interior.

ACTION: Notice of intent to prepare a
draft environmental impact statement.

SUMMARY: Pursuant to the National
Environmental Policy Act of 1969
{NEPA), as amended, the Bureau of
Reclamation (Reclamation) proposes to
prepare a draft environmental impact
statement (DEIS) addressing possible
changes to the configuration and

operation of the Rio Grande *Floodway”

and Low Flow Conveyance Channel
between San Acacia, New Mexico and
Elephant Butte Reservoir. Public
scoping meetings will be held to obtain

comments from interested organizations

and individuals on what issues should
be considered in the DEIS.

DATES: Two public meetings will be
held in January 1997 to present
information and solicit public input.
The first meeting will be held on

january 21, 1997, in Albuquerque, at the

University of New Mexico from 3:00

p-m. until 8:30 p.m. The second meeting

will be held on January 22, 1997, in
Socorro, New Mexico at the Bureau of -
Reclamation Field Division Office from
6:30 p.m. until 8:30 p.m.

ADDRESSES: The meeting in
Albuquerque will be beld at the
University of New Mexico Urnion
Building, Rooms 250 A, B, and C (the

held at the Bureau of Reclamation
Socorro Field Division Office Building,
2401 State Road 1. in the east assembly
room. Written comments shouid be
submitted to Mr. Chris Gorbach., Project
Team Leader at the address listed
below.

FOR FURTHER INFORMATION CONTACT:

Mr. Chris Gorbach, Project Team Leader,
Bureau of Reclamation, 505 Marquette
NW, Suite 1313, Albuquerque, New
Mexico, 87102; telephone: 505-248—
5379. E-mail: cgorbach@uc.usbr.gov.

SUPPLEMENTARY INFORMATION: The Flood
Control Acts of 1948 and 1950 authorize
Reclamation to construct and maintain

- channel works on the Rio Grande .
between Velarde, New Mexico and
Caballo Reservoir. These works promote
efficient conveyance of water to
Elephant Butte Reservoir. Channel
works assist in meeting water delivery
obligations required by interstate
compact and international treaty. They
also assist in providing reliable valley
drainage and contribute to the safe
passage of flood waters. To assure that
these project purposes continue to be
met effectively, Reclamation is
reevaluating the configuration and
operation of the channel system
between San Acacia, New Mexico and
Elephant Butte Reservoir. The channel
facilities specifically involved in this
reevaluation are the Low Flow
Conveyance Channel and the Rio
Grande Channel or “Floodway.”

Factors prompting a reevaluation of

the channel system and its operation
include changes in the fiow of the Rio
Grande due to climatic variation and

: infrastructure changes. Chronic

sediment management problems,
anticipated reductions in Federal
funding, and new legal constraints. such
as the Endangered Species Act, on
system operation are also factors that
prompt this reevaluation. The needs of
endangered species and requirements
for preservation and enhancement of the
Rio Grande bosque will be considered.
The DEIS will address possible actions
or changes in the operation of the
system that may result from the findings
of these investigations.

Besides ensuring continued .
fulfillment of original project purposes,
Reclamation will analyze the
environmental impacts associated with
the maintenance and operation of the
floodway and Low Flow Conveyance
Channel system.

1

Regional Director.
{FR Doc. 96-31473 Filed 12-10-96: 5:45 am]
BILLING CODE 4310-04-M

INTERNATIONAL TRADE
COMMISSION

investigation 332-375)

The Dynamic Effects of Trade
Liberalization: An Empirical Analysis

AGENCY: United States International
Trade Commission.

ACTION: Institution of investigation and
request for written submissions.

EFFECTIVE DATE: Decembex" 2,1996.

SUMMARY: FoHowing receipt on
November 1, 1996, of a request from the
Office of the U. S. Trade Representative
(USTR). the Commission instituted
investigation No. 332-375, The
Dynamic Effects of Trade Liberalization:
An Empirical Analysis, under section
332(g) of the Tariff Act of 1930 (19
U.S.C. 1332(g)).

FOR FURTHER INFORMATION CONTACT:
Information on economic aspects of the
investigation may be obtained from
Michael Ferrantino, Office of Economics
(202-205-3241), Arona Butcher, Office
of Economics (202-205-3301). or
William Donnelly, Office of Economics
{202-205-3223). and on legal aspects,
from William Gearhart, Office of the
General Counsel (202-205-3091). The
media should contact Margaret
O’Laughlin, Office of External Relations
(202-205— 1819). Hearing impaired
individuals are advised that information
on this matter can be obtained by
contacting the TDD terminal on (202~
205-1810).

Background: This investigation
follows a previous investigation
requested by the United States Trade

‘Representative on a similar topic (*“The

Dynamic Effects of Trade Liberalization:
A Survey,” Investigation No. 332-324,
USITC publication 2608, February
1993). In its report the Commission will,
as requested by USTR in its November
1, 1996 letter, review and summarize
the existing literature on the dynamic
effects from trade, both theoretical and
empirical, both completed and in
progress, with an emphasis on empirical
literature. The Commission will
include, as background, a general .
discussion of the relationship between
trade and the underlying causes of
economic growth, such as capital
accumulation, technological change,
and labor force growth.
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The Commission will also provide a
rehensive and critical assessment
of the results that this body of literature
provides regarding the dynamic gains
from trade. This assessment will
explicitly identify the merits and
shortcomings of the technical methods,
data and results in the existing available
literature. The Commission will also
explore empirically the potential
improvements that this assessment may
suggest. USTR requested that the

Commission provide its reportby _ _

October 31, 1997, and that it make the -

report available to the public in its

entirety. -
Written Submissions: The

Commission does not plan to holda .

public hearing in connection with this

investigation. However, interested
persons are invited to submit WX om -
statements concerning the matters iv be
addressed in the report. Commercial or
financial information that a party
desires the Commission to treat as

. confidential must be submitted on

separate sheets of paper, each clearly

marked “Confidential Business

. Information” at the top. (Generally,
submission of separate confidential and
public versions of the submission would
be appropriate.) All submissions ,
requesting confidential treatment must
conform with the requirements of
§201.6 of the Commission's Rules of
Practice and Procedure {18 CFR 201.6).
Al written submissions, except for
confidential business information, will
be made available in the Office of the
Secretary to the Commission for
inspection by interested persons. To be
assured of consideration, written
submissions must be filed by August 13,
1997.

" Persons with mobility impairments
who will need special assistance in
gaining access to the Commission
should contact the Office of the
Secretary at 202—-205-2000.

Issued: December 2, 1996.
‘By order of the Commission.
Donna R. Koehnke,
Secretary.
{FR Doc. 96-31455 Filed 12-10-86; 8:45 am)]
BILUNG CODE 7020-02-P

UNITED STATES INTERNATIONAL
TRADE COMMISSION

[investigation No. 332-374)

General Agreement on Trade in
Services: Examination of the
Schedules of Commitments Submitted
by Asia/Pacific Trading Partners

AGENCY: United States International
Trade Commission.

>

- ACTION: Institution of investigation and

scheduling of public hearing.

EFFECTIVE DATE: November 26, 1996.
SUMMARY: Following receipt on
November 13, 1996, of a request from
the Office of the United States Trade
Representative (USTR), the Commission
instituted Investigation No. 332-374,
General Agreement on Trade in
Services: Examination of the Schedules
of Commitments Submitted by Asia/
Pacific Trading Partners, under section
332(g) of the Tariff Act of 1830 (19
U.S.C. 1332(g)).

FOR FURTHER INFORMATION CONTACT:
ormation on service industries may be-
obtained from Mr. Richard Brown,
Office of Industries (202-205-3438) and
Mr. Christopher Melly, Office of

. Indunstries (202<205~3461); ecodomic

aspects, from Mr. William Donnelly,
Office of Economics (202-205-3223);
and legal aspects, from Mr. William
Gearhart, Office of the General Counsel
(202-205-3091). The media should
contact Ms. Margaret O'Laughlin, Office
of External Relations (202—-205-1819).
Hearing impaired individuals are
advised that information on this matter
can be obtained by contacting the TDD
terminal on (202-205~1810).

Background: As requested by the
USTR in a letter dated November 12,
1996, the Commission, pursuant to
section 332(g) of the Tariff Act of 1930,
has instituted an investigation and will
prepare a report that (1) examines the
content of schedules of commitments
under the General Agreement on Trade
in Services (GATS) for the countries
specified below, explaining the
commitments in non-technical
language; and (2) seeks to identify the
potential benefits and limitations of
foreign commitments. The Commission
will-examine sector-specific -
commitments scheduled by Australia,
Hong Kong, India, Indonesia, Korea,
Malaysia, New Zealand, the Philippines,
Singapore, and Thailand, with respect
to the following industries:

o Distribution services (defined as
wholesaling, retailing, and franchising
services);

o Education services;

o Communication services {defined as
enhanced telecommunication, courier,
and audiovisual services);

e Health care services; -

o Professional services {defined as
accounting, advertising, and legal
services};

o Architectural, engineering, and
construction {AEC) services;

¢ Land-based transport services
(d%ﬁned as rail and trucking services);
an

2

o Travel and tourism services.

In addition. the Commission will
examine horizontal commitments
relevant to the specified industries, such
as those regarding investment and
temporary entry and stay of foreign
workers. As requested by the USTR. the
Commission plans to deliver its report
to the USTR by August 15, 1997. The
investigation follows Commission
Investigation No. 332~367, General
Agreement on Trade in Services:
Examination of South American Trading
Partners’ Schedules of Commitments,
requested by the USTR on April 9, 1996,
and Commission Investigation No. 332-
358, General Agreement on Trade in
Services: Examination of Major Trading
Partners’ Schedules of Commitments,

- requested by the USTR on December 28,
- 1994, In those reports, the Commission

examined the commitments scheduled
by selected trading partners with respect
to the industries delineated above. The -
results of Investigation No. 332-367 will
be published in December 1896. The
results of Investigation No. 332-358
were published in December 1995 in
USITC Publication 2940. This
publication is available on the ITC
Internet server (http://www.usitc.gov or
ftp://ftlp.usitc.'gov).

Public Hearing: A public hearing in
connection with the investigation will
be held at the U.S. International Trade
Commission Building, 500 E Street SW,
Washington, DC, beginning at 9:30 a.m.
on March 27, 1997. All persons shall
have the right to appear, by counsel or
in person, to present information and to
be heard. Requests to appear at the
public hearing should be filed with the
Secretary, U.S. International Trade
Commission, 500 E Street SW,
Washington, DC 20436, no later then
5:15 p.m., March 13, 1997. Any
prehearing briefs (original and 14
copies) should be filed not later than
5:15 p.m., March 13, 1997. The deadline
for filing post-hearing briefs or
statements is 5:15 p.m., April 10, 1997.
In the event that, as of the close of
business on March 13, 1997, no
witnesses are scheduled to appear at the
hearing, the hearing will be canceled.
Any person interested in attending the
hearing as an observer or non-
participant may call the Secretary to the
Commission {202-205-1816) after
March 13, 1897, to determine whether
the hearing will be held.

Written Submissions: In lieu of or in
addition to participating in the hearing,
interested parties are invited to submit
written statements concerning the
matters to be addressed by the
Commission in its report on this
investigation. Commercial or financial
information that a submitter desires the
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