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PREFACE

This report has been prepared in response to a requirement of the Trade
Act of 2002, enacted on August 6, 2002. Section 2111 of that Act requires the
International Trade Commission (USITC, or the Commission) to report to the
Committee on Finance of the Senate and the Committee on Ways and Means of
the House of Representatives regarding the economic impact on the United
States of the following trade agreements: the Tokyo Round of Multilateral
Trade Negotiations, the United States-Israel Free Trade Agreement, the United
States-Canada Free Trade Agreement, North American Free Trade Agreement,
and the Uruguay Round Agreements.

The Commission solicited public comment for this investigation by
publishing notices in the Federal Register of September 19, 2002 (67 F.R. 182)
and March 3, 2003 (68 F.R. 41). A public hearing was held on January 14,
2003. Appendix A contains a copy of section 2111 of the Trade Act of 2002,
and of the Federal Register notices. Appendix F contains a list of witnesses
who appeared at the hearing and a summary of the views of these witnesses
and other interested parties who submitted written statements.






ABSTRACT

This report has been prepared in response to a requirement of the Trade
Act of 2002 (19 U.S.C. 3811), enacted on August 6, 2002.1 Section 2111 of
that Act requires the International Trade Commission to report to the Senate
Finance Committee and the House Ways and Means Committee regarding the
economic impact on the United States of the following trade agreements: the
Tokyo Round of Multilateral Trade Negotiations, the United States-Israel Free
Trade Agreement, the United States-Canada Free Trade Agreement, North
American Free Trade Agreement, and the Uruguay Round Agreements.

Assessing the economic impact of the five specified agreements on the
United States is complicated by the difficulty in quantitatively specifying many
of the actual policies implemented by the agreements, by the difficulty in
disentangling these effects from the many other changes that have taken place
over the past 25 years affecting the national economy, and by the difficulty of
isolating the effects of the agreements from each other, since their
implementation often overlaps. Nevertheless, it is quite clear that the major
multilateral agreement (the Tokyo and Uruguay Round Agreements) have had
more important effects on the economy than have the preferential agreements
(U.S.-Israel, U.S.-Canada, and NAFTA). Further, measurable trade policy
changes such as tariff reductions have had a large effect on trade growth, but
they have accounted for less than half of the overall growth in trade. After
accounting for the effects of trade policy, the residual growth in trade (over
half) would be due to changes in population, productivity, technological
progress, or other trends.

Findings contained in the report are derived from several types of analysis.
Most importantly, an extensive review of economic literature covers most of
the direct and indirect effects of trade policy on the U.S. economy. An analysis
of trends in industry trade, output, and employment examines linkages
between these trends and provisions of the trade agreements. Original empirical
research describes the growth of trade with Mexico in response to the
preferences that that country receives under NAFTA and the effects of trade
policy in generating new trade flows. Also, an innovative simulation model and
data base, applied consistently to the five agreements, provides insight into the
relative magnitudes of their effects and provides a calculation of the scale of
these effects derived from plausible assumptions in a theory-based framework.

1 Pub. L. 107-210, 116, 2111, Stat. 933, 1021.
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Executive Summary

Section 2111 of the Trade Act of 2002! directs the U.S. International Trade
Commission to report to the Senate Finance Committee and the House Ways
and Means Committee regarding the economic impact on the United States of
the United States-Israel Free Trade Agreement, the United States-Canada Free
Trade Agreement (CFTA), the North American Free Trade Agreement
(NAFTA), the Uruguay Round Agreements, and the Tokyo Round of
Multilateral Trade Negotiations.2 These agreements were negotiated and
ratified under so-called “fast-track” authority,? which authorized the President
to negotiate trade agreements on behalf of the United States. Fast-track
authority also defined procedures for Congressional oversight of the
negotiations and for Congressional input into the drafting of implementing
legislation, and obliged Congress to vote to either accept or reject the
implementing legislation without amendment.

A number of analytical challenges complicate measurement of the
economic effects of trade agreements. Nonetheless, a broad body of economic
research can be brought to bear on the issue. The research suggests that these
trade agreements contributed to the growth in U.S. trade, but that other sources
of trade growth were probably at least as important as the trade agreements.
Research reviewed in this report links trade growth to higher average living
standards, increased productivity, and increased earnings inequality. Direct
links between the trade agreements and these phenomena are much weaker. A
number of issues warrant further research, including the effects of unmeasured
policy changes and growth in foreign outsourcing.

1 “Not later than 1 year after the date of enactment of this Act, the International
Trade Commission shall report to the Committee on Finance of the Senate and the
Committee on Ways and Means of the House of Representatives regarding the economic
impact on the United States of...

(1) The United States-Israel Free Trade Agreement

(2) The United States-Canada Free Trade Agreement

(3) The North American Free Trade Agreement

(4) The Uruguay Round Agreements (and)

(5) The Tokyo Round of Multilateral Trade Negotiations,” Pub. L. 107-210, 2111,
116 Stat. 933, 1021

2 The specific provisions of the agreements that emerged from these negotiations are
detailed in chapter 2.

3 The Trade Act of 2002 re-authorized fast track procedures along with additional
requirements under the name “Trade Promotion Authority.”
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Chapter 1 of the report provides an overview of the study. Chapter 2
provides a review of the agreements’ negotiations and commitments, and of the
historical settings in which the agreements were negotiated. Chapter 3 provides
a review of developments in the U.S. economy since 1974, the year Congress
first authorized fast-track authority. In chapters 4-8, a variety of analytical
techniques are used to assess the economic impact of the trade agreements.
Information in these chapters can be brought to bear on eight questions of
interest to trade policy makers:

¢  What complicates measurement of the economic impact of trade
agreements?

e How large were the relative and absolute economic impacts of the
agreements?

¢ To what degree are trade policy changes responsible for observed
changes in the level and composition of U.S. trade?

e  How has increased trade affected the distribution of wages in the
United States?

* How has increased trade affected economic growth and measures of
firm productivity?

*  How have the trade agreements affected specific industries?
e  What are interested party views about the effects of the agreements?

e What are the open questions and areas of ongoing research?

What complicates measurement of the economic impact of trade
agreements?

Three important analytical challenges complicate measurement of the
impact of trade agreements. First, the agreements considered in this report
contain a number of policy changes that are difficult to measure. Most
quantitative exercises focus on the role of tariff changes and changes in
measurable nontariff barriers. Such studies do not capture the often significant
effects of changes in unquantified non-tariff barriers, services and other
non-quantifiable measures. Second, a number of technological, economic, and
political changes have contributed to trade growth in the years since the
negotiation each of these agreements was first authorized. Isolating the effect
of trade agreements on trade growth in the midst of these other changes is
difficult. Third, changes in the domestic economy that are sometimes attributed
to trade growth may have other causes, such as changes in domestic economic
policy or technological innovation. Any assessment of the effect of trade
agreements must acknowledge the aforementioned difficulties.
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An important feature of the trade agreements considered in this report is
that they obliged the signatories to undertake significant policy changes in
addition to tariff reduction. Nontariff policy changes included the removal of
quantitative restrictions on trade, harmonization of customs procedures,
agreements on scientific standards and other technical barriers to trade,
disciplines on future trade policy, agreements on domestic and trade-related
policies such as subsidies and government procurement, and agreements on
trade-related investment measures and trade-related intellectual property rights.
Measurement  difficulties preclude quantitative assessments of the
economywide impact of these policies. Consequently, most quantitative
exercises will likely understate the economic effects of the five agreements.
Chapter 5 identifies the sectors in which unquantified policy changes were
important.

The agreements were not the only source of growing U.S. trade. A number
of countries, including China, India, and Mexico, undertook significant
unilateral economic reforms that led to greater participation in world markets.
New transportation and communication technologies also facilitated trade.
Growing incomes in the United States and in the rest of the world were another
source of trade growth.

Growing trade was not the only source of significant U.S. economic
change, and it is difficult to isolate the effects of trade growth from domestic
changes. Chapter 3 reviews other significant changes to the U.S. economy, and
discusses their relevance for measuring the effects of trade policy changes.
Technological innovation, U.S. policy changes in other arenas, and
demographic changes are among the more significant issues that masked the
effects of trade policy changes.

How large were the relative and absolute economic impacts of the
agreements?

Chapter 7 reports the results of a numeric simulation that imposes
pre-Tokyo Round trade barriers on an economic model of the United States.
The model provides a consistent framework for evaluating the economy-wide
effects of the measurable trade policy changes associated with the respective
agreements. The primary value of the simulation is that it provides a succinct
description of the agreements’ relative economic impact; the agreements are
measured by their effect on economic welfare.*

Figure ES-1 shows the incremental impact in 2001 of reimposing the
quantifiable trade restrictions (tariffs and quantified non-tariff barriers only)
eliminated by each of the trade agreements. The multilateral

4 Welfare is a comprehensive measure that represents the income loss to U.S.
citizens that would be equivalent to the economic impact of removing the agreements.
Welfare is a net measure that includes all the positive and negative impacts of trade
policy changes. This is not to say that specific measures presented are precise.
Including other features in the model, such as scale economies or adjustment frictions,
would affect the estimated welfare impact of removing the agreements.
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Figure ES-1
Simulated marginal welfare impact of removing agreements in 20011
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1 Displays the incremental impact in 2001 of reimposing the quantifiable trade
restrictions eliminated by each of the agreements. The policies are imposed on a nu-
meric model of the U.S. economy.

2 Considers only the effect of Mexican policy changes and U.S. policy changes
with respect to Mexico.

Source: USITC.

agreements—the Tokyo and Uruguay Round Agreements—likely had
substantially larger impacts on the U.S. economy than the three preferential
agreements. Because trade policy changes in the multilateral agreements
apply to a larger share of U.S. trade and to a large number of trading
partners, the measured economy-wide effects are larger than the effects of the
preferential agreements. Similarly, the effects of NAFTA and CFTA are much
larger than the effects of the U.S.-Israel FTA because U.S. trade with Mexico
and Canada is much larger than trade with Israel. One important reason that
the measured effects of NAFTA exceed those of CFTA is that Mexican tariff
cuts in NAFTA were larger than the Canadian cuts under CFTA. The
Uruguay Round Agreements and NAFTA have not yet been fully
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implemented, so the economic impact of these agreements is likely to be
somewhat larger in the future.

Although model results are best understood as measures of the agreements’
relative impacts, they may also be used as estimates of the economic effects of
the quantifiable policy changes in the agreements. The model relies on
particular assumptions about underlying economic behavior in the United
States economy. The assumptions in the model used here are conventional, and
the results are best understood as a conservative estimate of the effects of the
agreements. Under the assumptions of the model, U.S. economic welfare in
2001 would have been $56 billion®> lower (approximately 0.6 percent of U.S.
gross domestic product (GDP)) if the measurable trade barriers (e.g., tariffs)
eliminated by the trade agreements were reimposed.

To what degree are trade policy changes responsible for observed
changes in the level and composition of U.S. trade?

Between 1974 and 2001, the value of U.S. exports and imports grew from
$0.5 trillion to $2.5 trillion. Trade agreements were one of many factors that
contributed to trade growth. Estimates of the direct effect of trade policy
changes on trade growth attribute 15 to 25 percent of the historical increase in
U.S. trade across all sectors to tariff reductions. These estimates encompass
econometric estimates from the literature® and the Commission’s simulation
results in chapter 7. Chapter 8 notes that trade agreements may also increase
the variety of traded goods as well as the volume of trade.

Other methods that attempt to assess indirect channels through which trade
agreements may affect trade yield higher estimates of the share of historical
trade growth explained directly or indirectly by liberalization. These indirect
channels include outsourcing’ and scale economies in shipping.® As discussed
in chapter 6, trade agreements may also increase trade by reducing uncertainty
about future trade policy. Though widely recognized, the role of reduced
uncertainty about future trade policy in increased trade is difficult to quantify
directly.

Preferential trading arrangements appear to have had a significant impact
on the pattern of U.S. trade. Chapter 6 finds that the tariff cuts associated with

5 All dollar figures are inflation adjusted, and reported in 1996 dollars.

6 Scott L. Baier and Jeffrey H. Bergstrand, 2001, “The Growth in World Trade:
Tariffs, Transport Costs, and Income Similarity”, Journal of International Economics,
vol. 53, pp 1-27.

7 Kei-Mu Yi, “Can Vertical Specialization Explain the Growth in World Trade?”
forthcoming in Journal of Political Economy. Draft available at
http:[/www.newyorkfed.org/rmaghome/economist/yi/pubs.html, downloaded March 20,
2003. Using a model that links tariff reductions and foreign outsourcing, Yi estimates
that as much as 53 percent of historic U.S. trade growth may be due to tariff reductions.

8 David Hummels and Alexandre Skiba, “A Virtuous Circle? Regional Tariff
Liberalization and Scale Economies in Transport,” 2002, forthcoming in FTAA and
Beyond: Prospects for Integration in the Americas, Inter-American Development Bank.
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NAFTA explained approximately 1/3 of the growth in the Mexican share of
U.S. imports from 1990-2001. Chapter 6 also finds that the average U.S.
share of Mexican imports also rose as a result of NAFTA, but the effects of
NAFTA were offset by the devaluation of the peso against the dollar.

How has increased trade affected the distribution of wages in the
United States?

A widely noted phenomenon of the last two decades has been the
increasing gap between wages paid to college-educated workers and wages
paid to workers with a high school diploma. Evidence reviewed in chapter 3
indicates that workers with a college degree earned 57 percent more than high
school graduates in 1975 and 111 percent more in 1999. The wage distribution
across other measures of skill also increased over the period. In manufacturing,
earnings of nonproduction workers were 53 percent higher than earnings of
production workers in 1977 and 78 percent higher in 2000.

A large literature based on a standard trade modeling framework indicates
that approximately 10 to 20 percent of the growth in the skilled wage premium
over the last two decades can be attributed to international trade. These studies
usually attribute most of the growing skill premium to technological change.
Other, more controversial estimates attribute a larger share of the growth in the
skill premium to international trade. One innovative contribution estimates that
40 percent of the growth in the wage premium may be attributable to a
combination of international trade and foreign outsourcing.”

Most studies of the wage distribution evaluate the impact of increased
trade, not the effects of trade policy changes. Other sources of trade growth,
particularly developing country entry into world markets, may have been more
important than trade policy changes in increasing the wage gap between skilled
and unskilled workers. One study reviewed in chapter 4 finds no statistically
significant effects of tariff reductions or falling transportation costs on wage
inequality.10 In this study, falling prices of labor intensive imports appear to
have been much more important than tariff reductions.

How has increased trade affected economic growth and measures
of firm productivity?

Productivity growth is a key determinant of a country’s long-term standard
of living. As chapter 3 notes, inflation-adjusted U.S. per capita GDP rose from
$19,163 to $32,352 between 1974 and 2001. During that period, private sector
labor productivity rose by 69 percent. Labor productivity in manufacturing was
up 132 percent over the same period. Chapter 3 reviews a number of

9 Robert C. Feenstra and Gordon H. Hanson, “The Impact of Outsourcing and High
Technology Capital on Wages: Estimates for the United States, 1979-1990,” Quarterly
Journal of Economics, vol. 114, No. 3, August 1999, pp. 907-940.

10 jonathan E. Haskel and Matthew J. Slaughter, “Have Falling Tariffs and
Transportation Costs Raised U.S. Wage Inequality?” Review of International Economics,
forthcoming September 2003.
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developments in the U.S. economy that might have contributed to labor
productivity growth, including technological change, an increasingly educated
work force, and higher rates of capital investment. Chapter 4 reviews
literature investigating the possibility that increased trade and/or reduction in
trade barriers contribute to productivity growth.

Cross-country studies of trade and economic growth ask if countries with
lower trade barriers or more trade experience faster economic growth than
countries with high trade barriers or less trade. In 1997, the Commission
determined that the cross-country evidence linking trade and economic growth
was mixed.!! Subsequent studies have found positive links between more open
trade policies and economic growth.12 Critics argue that the link between trade
policy and economic growth is still unproven.!3

A nascent body of literature uses firm level data to consider the effects of
trade and trade policy changes on firm behavior. Evidence from U.S. data
suggests that more productive firms tend to become exporters. Evidence that
becoming an exporter causes a firm to become more productive is mixed. The
available evidence suggests that firms become more productive in the years
prior to exporting, and in the initial year of exporting. There is little conclusive
evidence that becoming an exporter raises a firm’s long-term rate of
productivity growth.14 A subsequent study of U.S. data finds that industries
with larger reductions in trade costs (tariffs and transportation costs)
experienced faster productivity growth.l> Studies using developing country
data have found that industries competing most directly with imports
experience the largest productivity increases after liberalization,! but there are
not yet any studies of U.S. firm level data on this topic.

I U.S. International Trade Commission, The Dynamic Effects of Trade
Liberalization: an Empirical Analysis, Publication No. 3069, 1997.

12 Richard E. Baldwin and Elena Seghezza, “Testing for Trade-Induced
Investment-Led Growth,” National Bureau of Economic Research Working Paper No.
5416, 1996.

13 Francisco Rodriguez and Dani Rodrik, “Trade Policy and Economic Growth: A
Skeptic’s Guide to the Cross-National Evidence,” National Bureau of Economic
Research Working Paper No. 7081, 1999.

14 Andrew Bernard and J. Bradford Jensen, “Exceptional Exporter Performance:
Cause, Effects, or Both?” Journal of International Economics, vol. 47, 1999, pp. 1-25.

15 Andrew Bernard, J. Bradford Jensen, and Peter K. Schott, “Falling Trade Costs,
Heterogenous Firms and Industry Dynamics,” National Bureau of Economic Research
Working Paper No. 9639, April 2003.

16 See, for example, Nina Pavcnik, “Trade Liberalization, Exit and Productivity
Improvements: Evidence from Chilean Plants,” Review of Economic Studies, vol. 69,
2002, pp. 245-76.

XxXVil



How have the trade agreements affected specific industries?

Economic theory suggests that increased trade changes the composition of
domestic output. All else equal, trade agreements should cause exporting
sectors’ share of output to increase, and import-competing sectors’ share of
output to decrease. Changes in industry shares of domestic output also have
causes unrelated to trade agreements. The report takes two approaches to
isolating the effects of trade policy on industry level output.

Chapter 5 examines the historical experiences of 10 sectors of the
economy. Most sectors experienced considerable changes not directly related to
trade policy, and the effects of the trade agreements on sectoral output were
generally considered to be small, relative to other factors. Several sectors
witnessed substantial growth in multistage international production processes,
though it is unclear how important the agreements have been in fostering these
changes. Two sectors—textiles and apparel, and metal and metal products—were
most notably affected by increased competition from international markets,
though the agreements were not the only reason for increased import
competition.

Econometric analysis in chapter 6 identifies ex post statistical relationships
between tariff changes in NAFTA and sectoral trade between the United States
and Mexico. The study finds that the Mexican share of U.S. imports went up
most in those sectors in which the U.S. tariff preference for Mexican goods
was largest. Estimates suggest that a 1 percent change in the U.S. tariff
preference given Mexican imports under NAFTA led to a 4.5 percent increase
in Mexico’s share of U.S. imports. The effect was even stronger in some
sectors, such as textiles and apparel, where larger preferences were given and
where non-tariff barriers were also removed. The econometric study also finds
that the U.S. share of Mexican imports rose most in those sectors where the
Mexican tariff preference toward U.S. goods was largest, specifically footwear,
miscellaneous manufactures, and textiles and apparel.

What are interested party views about the effects of the
agreements?

The Commission received input from 22 interested parties on the effects of
the trade agreements in question through statements made in a public hearing
and submissions of written comments.!” Interested parties included labor
unions, industry associations, and an employee of a public policy research
organization. Many offered specific views about the contents of specific
agreements. Most attention was paid to the most recent agreements — the
Uruguay Round Agreements and NAFTA.

The interested parties that viewed the effects of the trade agreements
favorably included associations of exporting firms, firms in industries with
internationally integrated production processes, organizations supporting
stronger international protection of intellectual property rights, and the

17 The views of interested parties are summarized in appendix F.
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representative of a policy research organization. Supporters of the agreements
argued that the agreements had allowed them greater access to foreign
markets, improved U.S. competitiveness, and protected intellectual property
developed in the United States. Industry associations supporting the
agreements  included  representatives of  electrical = manufacturers,
research-based pharmaceutical manufacturers, and almond growers, as well as
a representative of manufacturers as a whole. Some groups, including dairy
producers, ranchers and cattlemen, forest and paper products, the scheduled
airline industry and generic pharmaceuticals producers, expressed support for
particular agreements, and qualified support, if any, for other agreements. In
some cases, industry associations that generally supported the agreements
argued that one agreement or another had not sufficiently reduced foreign
country trade barriers.

Those that viewed the effects of the agreements negatively included a
federation of labor unions and industry associations from import-competing
sectors. Industry associations associated with the citrus, tomato, tuna, steel,
ceramic tile, brushmaking, restaurant china, and non-woven fabric sectors
stated that the market share of domestic producers had fallen owing to
competition with low-priced imports. The representative of organized labor
stated that the agreements had contributed to job loss, especially in
manufacturing, as well as lower wages for its workers. An association of
copper producers noted that low-priced copper imports had been detrimental to
the domestic copper industry, but that the agreements had also lowered the cost
of industry inputs. Other factors, including U.S. environmental regulation and
antitrust law, were considered to have had more significant effects on the
copper industry than the trade agreements.

What are the open questions and areas of ongoing research?

Difficulties in quantifying non-tariff measures complicate efforts to
measure the impact of the agreements. Efforts to quantify non-tariff measures
should be a priority, as more recent trade agreements have obliged the parties
to undertake significant policy changes of the kind that are difficult to quantify.
Ongoing research at the Commission is attempting to quantify specific
nontariff measures.

The relationship between trade agreements and the growth of foreign
outsourcing has received increasing attention in public policy discussions and
in academic research. Theoretic models that allow tariff reductions to induce
foreign outsourcing of low-skilled activities attribute greater increases in
welfare and productivity growth to tariff reductions than do standard
international trade models. These models also suggest that foreign outsourcing
magnifies the effect of trade agreements on earnings inequality. The relative
importance of trade policy and other factors in facilitating foreign outsourcing
is still unclear.

Relatively little research has explored the effects on the United States of
unilateral economic reforms in developing countries. Substantial reforms in
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countries that became significant U.S. trading partners are a plausible
alternative explanation for many of the trade-related phenomena observed in
recent years. A better understanding of how these reforms affected both the
United States and these countries is needed. Recent research indicates that
industries competing most directly with imports from poor countries
experienced slower employment growth and higher rates of plant closure than
other industries.18

Studies of firm-level data are relatively new in the international trade
literature. Most studies use industry-level data to investigate the effects of
trade, and overlook important differences in how firms within an industry
respond to economic change. A number of studies reviewed in chapter 4 use
firm-level data to measure the effects of trade policy changes. Many of these
studies use firm-level data from developing countries to identify effects of
trade policy on firm behavior. While some research linking trade to U.S.
firm-level data has been done, further research on U.S. firm-level responses to
trade policy changes would be useful.

18 Andrew Bernard, J. Bradford Jensen, and Peter K. Schott, “Survival of the Best
Fit: Exposure to Low-Wage Countries and the (Uneven) Growth of U.S. Manufacturing
Plants,” April 2003, manuscript. Available at internet address
http://www.som.yale.edu/Faculty/pks4/files/research/papers/emptvs_66.pdf.
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CHAPTER 1:
Introduction

This report has been prepared in response to a requirement of the Trade
Act of 2002 (19 U.S.C. 3811), enacted on August 6, 2002.1 Section 2111 of
that Act requires the International Trade Commission to report to the Senate
Finance Committee and the House Ways and Means Committee regarding the
economic impact on the United States of the following trade agreements: the
Tokyo Round of Multilateral Trade Negotiations, the United States-Israel Free
Trade Agreement, the United States-Canada Free Trade Agreement, the North
American Free Trade Agreement, and the Uruguay Round Agreements.

Scope of the Study

As posed in the legislation, the issue to be addressed here is both simple
and broad-to describe the economic impact on the United States of five major
trade agreements implemented over the past 25 years. The five agreements,
which include the last two major multilateral agreements negotiated under the
General Agreement on Tariffs and Trade (GATT) as well as three preferential
trade agreements, account for much of the trade liberalization that has occurred
over the past quarter century.2 An analysis of the effects of the policies
implemented under the agreements is nearly equivalent to an analysis of the
effects of trade liberalization in general on the United States over the period. In
some cases the discussion in this report is framed in terms of the effects of
trade agreements in general rather than the effects of the five agreements
specified in section 2111 of the Trade Act of 2002. To the extent possible,
however, the analysis is restricted to the effects of the five agreements. To
assess the economic impact from the five trade agreements is a challenging
task. It requires the isolation of the impact of trade agreements from those
caused by an array of other trade policy events, changes in exchange rates,
international conflicts, and demographic and technical change. In addition,
most of the five agreements themselves had long and overlapping
implementation phase-in periods (especially NAFTA and the Uruguay Round),
further complicating the problem of observing their effects individually. To
provide a reasonably complete and comprehensive description of the economic
impact of these agreements requires the use of a variety of analytical tools.

1 Pub. L. 107-210, 116 Stat. 933.

2 The major trade liberalization in this period that was not directly a part of one of
the five agreements was the accession of China to the World Trade Organization (WTO),
bringing that country within the scope of the world trading system.
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The agreements implement changes in tariffs, quotas, investment policies,
and other policies that have had direct effects on imports and exports, as well
as indirect effects on production and productivity, employment and earnings,
and measures of general economic welfare. At some points in the current
analysis, the Commission focuses on ways in which trade policy, as reflected in
the agreements, affects trade directly through influencing the international flow
of goods and services. By changing tariffs, quotas, and other policy
instruments, the agreements generally reduce the relative prices at which
products are traded internationally, thereby directly increasing trade flows.
These changes then influence the output of these products, the location of their
production and consumption, and the productivity and earnings of labor and
capital engaged in that production. Indirect effects of trade policy are
analytically much more difficult to quantify. At many points in the analysis
contained in this report, the focus shifts from an emphasis on the effects of
trade policy on trade flows to an emphasis on the effects of trade flows on
these other important variables.

Approach of the Study

The Commission has employed multiple approaches to assess the effects on
the U.S. economy of trade policy as implemented through the five specified
trade agreements signed since 1979. As the primary approach, the Commission
has relied on a review of literature to provide an assessment of the direct
effects of trade agreements and trade policy on trade. An assessment through
the economic literature is central to the analytical content of this report. For an
additional perspective, industry research provides a basis to analyze effects on
trade for specific industry sectors in the U.S. economy. The industry research
describes trends in trade flows, industry output and employment, and
consumption since 1978 and ties this description to an assessment of the effects
of the trade agreements on the specific industries. Following the industry
analysis, the Commission employs econometric and simulation models to
examine specific policy-trade linkages. The first econometric analysis, in
chapter 6, presents evidence on how a specific policy agreement (NAFTA)
affects U.S. trade with a trading partner that receives preferential treatment
under that agreement (Mexico). The simulation model in chapter 7 provides,
among other things, a model of the effects of trade liberalization agreements on
trade flows, and the indirect effects on output and the allocation of capital and
labor to production in the aggregate. The model is unique in its use of a single
methodologically consistent framework and an original database to look at the
effects of all five agreements. Finally, the analysis in chapter 8 examines the
ways in which tariff reductions have induced growth in the number of U.S.
import sources for each product.

A public hearing was held in connection with this investigation on January
14, 2003. Interested parties presented their views on the subject trade
agreements at this hearing and in written statements submitted in response to



announcements that appeared in the Federal Register. A summary of these
views is given in appendix F to this report.

Organization of the Report

Chapter 2 presents historical background on the five trade agreements
themselves, with the principal issues involved in their negotiation and
implementation, which serves to define the policy instruments used to make
changes to trade flows and, ultimately, to the domestic economy. Broadly
speaking, these policy instruments include tariff reductions and liberalization of
nontariff measures, as well as subsidiary issues such as the treatment of
customs procedures, phytosanitary restrictions, and intellectual property
protections.

The Tokyo Round was the first round of multilateral trade negotiations to
move beyond tariff reductions as a major part of the agreement.3 A major
objective of the round was to address various nontariff measures of trade
protection that had become relatively (and absolutely) more important barriers
to trade in the wake of earlier tariff reductions. The Trade Act of 1974, which
included negotiating authority and fast-track procedures, was passed to address
these concerns. Fast-track authority lasted until 1980 under this legislation and
was renewed in 1979 for a further 8 years,* and was renewed again in the
Omnibus Trade and Competitiveness Act of 1988 signed by President Reagan
to permit negotiation of the Uruguay Round of GATT.> The authority for fast
track was set to expire in 1993, but legislation extended it through April 16,
1994, to allow for negotiation not only of the Uruguay Round but also of the
North American Free Trade Agreement. Fast-track authority expired on the set
date in April 1994 and was not reauthorized until the passage of the Trade Act
of 2002, at which point it was renamed Trade Promotion Authority.

Chapter 3 provides background on the development of the U.S. economy
over the past 25 years, and chapter 5 extends into an analysis of the
development of industry sectors in the economy. Where chapter 2 reviews trade
policy instruments of economic change, chapter 3 looks at some of the objects
of this change—trends in gross domestic product (GDP) growth, employment,
capital growth, and productivity. The chapter also describes other phenomena
that have developed since 1979, including population growth and technological
progress, phenomena that account for much of the growth in trade, output, and
employment.

3 See chapter 2 of this report for a more complete discussion of the history of U.S.
trade agreements.

4 Trade Agreements Act of 1979, Pub. L. No. 96-39, 93 Stat. 144.
5 Pub. L. No. 100-148.



Trade has grown enormously over the decades since implementation of the
Tokyo Round. Trade in goods and services, calculated as imports plus exports
and measured in constant 1996 dollars, has grown from $0.5 trillion in 1974 to
$2.5 trillion in 2001. Figure 1-1 provides an index of the relative growth of
trade and GDP since 1978, the year before the signing of the Tokyo Round
Agreements. In that time, GDP has approximately doubled, while trade has
grown by a factor of four. The principal argument of chapter 3 is that much, or
most, of the growth of the economy is owing to factors other than trade, and
furthermore that growth in trade itself can be attributed to factors other than
trade agreements and trade policy.

Chapter 4 of this report is a survey of economic literature addressing
effects of trade and trade policy on economic outcomes. Because the types of
effects are so varied, and the impacts of trade policy are in many cases so
difficult to identify, the survey was prepared as an attempt to ascertain the
findings of the economics profession at large and to provide these findings as
the key part of the overall answers to the questions addressed in the current
report.

The work reported in chapter 4 follows a number of threads because trade
policy over time has proceeded in a number of different directions, having
included bilateral and multilateral agreements, an increasing focus on nontariff
measures, agricultural trade harmonization, and agreements on investment
measures and services trade. Trade growth also has been far from uniform.
Trade with some countries (such as Mexico and China) has grown much more
rapidly than with others, and under very different circumstances. In particular,
the tremendous growth in trade with China has taken place outside the scope of
the five trade agreements that are the focus of this report. Trade in different
products (textiles and apparel, electronics, services) has likewise grown at very
different rates. In combination with trends in technology, productivity, and
demography, both in the United States and the rest of the world, these trade
developments contribute to changes in employment and the distribution of
earnings and to industrial restructuring. All of these linkages need to be
explored to gain an understanding of the effects of trade policy on the economy
of the United States. In particular, much of the story on income and
employment redistribution, industrial restructuring, and the realization and
exploitation of productivity growth can be told at the level of specific industrial
sectors.

Chapter 5 provides this perspective, examining factors that have affected
output, employment, and productivity trends in all U.S. industry sectors during
1978-2001. These factors include domestic and foreign competitive conditions,
macroeconomic factors, technological innovation, changes in industry structure,
and government regulations. It describes the effect of the five trade agreements



Figure 1-1
Benchmark quantity indices for U.S. real income and trade,
1978-2001
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on the sectors.® The value of exports has grown fastest in the services,
machinery and equipment, transportation equipment, miscellaneous
manufactures, and chemicals sectors, while the value of imports has grown
fastest in textiles and apparel, machinery and equipment, chemicals,
miscellaneous manufactures, and services sectors. A notable development has
been the growth of globally integrated manufacturing processes in sectors
such as machinery and equipment, transportation equipment, and chemicals.
Global integration has spurred two-way trade within these sectors.

6 For the purposes of this investigation, all U.S. industries have been grouped into 10
sectors: Agriculture; chemicals and allied products; energy and fuels; forest and fishery
products; machinery and electronics; mineral and metal products; miscellaneous
products; services; textiles and apparel; and transportation equipment.



The literature review in chapter 4 reveals a number of areas in which
understanding of the effects of trade policy is incomplete. The remaining
chapters of the report attempt to fill some of the remaining gaps in that
understanding. Chapter 6 contains original empirical analysis of the extent to
which preferential trade policy changes, such as those implemented in NAFTA
and in the U.S.-Israel and U.S.-Canada Free Trade Agreements, actually
increase the import market shares of the beneficiaries to the agreement, which
is a question central to research on the responsiveness of bilateral trade flows
to trade policy changes.

Chapter 7 describes the results of using an original model and data base
consistent with standard economic and trade theory, applied uniformly to the
five agreements, to simulate the effects of the trade agreements on the U.S.
economy. The model is methodologically similar to general equilibrium models
that have frequently been used to simulate effects of proposed trade
agreements. In the present context the model provides analyses of the
individual and cumulative effects of the agreements.

Finally, chapter 8 considers how liberalization of trade policy increases the
variety of trade that takes place, where “variety” can mean the import of traded
products from new sources, or the import of new or previously untraded
products. Much empirical trade analysis relies on an assumed ability to
distinguish goods, especially goods from different trading partners, in the
depiction of trade growth and trade shifts, but most analysis is unable to
address the question of how such goods enter the trade system. Failure to
account for such new trade can mean that estimates of the effects of trade
policy are otherwise understated.



CHAPTER 2:
Negotiation of Trade Agreements
Under Trade Promotion
Authority

Legislation and Agreements Approved
Under Trade Promotion Authority

Overview

Congress delegates a portion of its constitutional charge to formulate and
administer trade policy to the President through trade agreement authority.!
This authority permits the President to negotiate and enter into trade
agreements, whether bilateral or multilateral. Whereas the delegating authority
to negotiate tariff agreements has proved straightforward, Congress devised a
different means to delegate authority for trade agreements involving nontariff
barriers to assure U.S. trading partners that the substantial changes to U.S. laws
and administrative practices expected from any nontariff agreement would in
fact come to be implemented as negotiated.

Under the Trade Act of 1974, the President was given authority for the first
time to negotiate trade agreements involving nontariff barriers. Congress
further agreed to expedited approval procedures to approve or disapprove—but
not to amend-bills submitted to implement the nontariff agreements negotiated.
This process was known informally as “fast track authority.” Since then, the
President has negotiated five agreements under this authority: the 1979 Tokyo
Round Agreements, the 1985 U.S.-Israel Free Trade Agreement, the 1988
U.S.-Canada Free Trade Agreement, the 1993 North American Free Trade
Agreement (NAFTA), and the 1994 Uruguay Round Agreements. Congress has
subsequently passed the implementing bills submitted to enter these nontariff
agreements into U.S. law through expedited approval procedures (See figure
2-1 for a timeline of events related to fast-track negotiating authority).

1 Congress also delegates some of its authority, although to a lesser extent, through
certain statutes establishing tariff preference programs.
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Figure 2-1

Timeline of events related to fast-track negotiating authority, 1934-2002

1934

June 12

The Reciprocal Trade Agreements Act of 1934 is signed
into law by President Roosevelt. It authorizes the
President to negotiate trade agreements with other
governments and to implement changes resulting from
these tariff negotiations without further Congressional
authorization.

1962

October 11

The Trade Expansion Act of 1962 is signed into U.S. law
by President Kennedy. The Act provides the negotiating
authority for the 1963-67 Kennedy Round of GATT
multilateral trade negotiations (MTN). Results of the
Kennedy Round exemplify the cumulative success of
multilateral tariff reductions.

1973

President Nixon proposes a trade bill to authorize U.S.
participation in the next round of GATT trade
negotiations.

September 12 to 14

The Tokyo Declaration opens the 1973-79 GATT round
of multilateral trade negotiations known as the Tokyo
Round. The Tokyo Round is the first to include
negotiations for nontariff trade barriers as well as tariff
barriers.

1975

January 3

The Trade Act of 1974 is signed into law by President
Ford. The Act provides negotiating authority for U.S.
participation in the Tokyo Round for a 5-year period
through Jan. 2, 1980. The Act authorizes the President
to enter into trade agreements on nontariff barriers,
which the Congress will consider under special
expedited approval procedures, so-called “fast-track”
implementing procedures, that prohibit amendments to
the implementing bill submitted by the President to enact
the negotiated trade agreement. The Act also authorizes
the U.S. Generalized System of Preferences (GSP).

1979

January 4

President Carter notifies the Congress of his intention to
enter into the multilateral trade agreements concluded
by the Tokyo Round.

April 12

Negotiators initial the draft Tokyo Round agreements.



Figure 2-1—Continued
Timeline of events related to fast track negotiating authority, 1934-2002

June 19

President Carter submits implementing legislation to the
Congress to enact the Tokyo Round Agreements under
fast-track approval procedures in accordance with the
1974 Trade Act.

June 30

The Tokyo Round Agreements are signed by
participating governments, formally concluding the
1973-79 Tokyo Round of GATT multilateral trade
negotiations. Most of the agreements enter into force on
Jan. 1, 1980; a few on Jan. 1, 1981.

July 26

The Trade Agreements Act of 1979 is signed into law by
President Carter. The Act implements the Tokyo Round
Agreements into U.S. law. The 1979 Trade Act also
extends negotiating authority under fast-track
implementing procedures through Jan. 2, 1988.

1980

January 1

The Tokyo Round Agreements enter into force. The
agreements on customs valuation and government
procurement are exceptions, entering into force on Jan.
1, 1981.

1982

November 24 to 29

The 38th session of the GATT Contracting Parties, at
ministerial level for the first time in nearly a decade, fails
to address in unified fashion the growing protectionist
trade pressures stemming from a protracted downturn in
the world economy.

1983

November President Reagan and Israeli Prime Minister Shamir
agree to bilateral negotiations on a free trade area (FTA)
between the United States and Israel.

1984

January 17 Formal negotiations begin between the United States
and Israel on a free trade area agreement.

September The new Canadian government of Prime Minister
Mulroney opens a review of ways to promote freer trade
with the United States.

October 30 The Trade and Tariff Act of 1984 is signed into law by

President Reagan. The 1984 Trade Act extends the
President’s authority to grant trade preferences,
negotiate bilateral free trade agreements, and enforce
export restraint agreements such as on steel.



Figure 2-1—Continued
Timeline of events related to fast track negotiating authority, 1934-2002

1985

April 22

The United States-Israel Free Trade Area Agreement is
signed. The agreement eliminates tariff and nontariff
barriers on most products traded between Israel and the
United States by Jan. 1, 1995.

April 29

President Reagan submits implementing legislation to
the Congress to enact the United States-Israel Free
Trade Area Agreement.

June 11

The United States-Israel Free Trade Area
Implementation Act of 1985 is signed by President
Reagan into U.S. law. It is the first bilateral free trade
area agreement negotiated by the U.S. Government.

August 19

The United States-Israel Free Trade Area Agreement
enters into force.

September 26

Canadian Prime Minister Mulroney formally requests
that the United States and Canada open negotiations on
a United States-Canada Free Trade Agreement.

December 10

President Reagan notifies the Congress of his intention
to enter into bilateral negotiations with Canada for a free
trade area.

1986

June 17

Formal negotiations begin on the United States-Canada
Free Trade Agreement.

September 15 to 20

The Punta del Este Declaration opens the 1986-93
GATT round of multilateral trade negotiations known as
the Uruguay Round. Scheduled to conclude within 4
years, the Uruguay Round is the first to extend
negotiations beyond trade in goods to negotiate trade in
services and other issues.

1987

October 3 President Reagan notifies the Congress of his intention
to enter into a bilateral agreement with Canada for a free
trade area.

October 4 Negotiators initial the draft text of the U.S.-Canada FTA.

December 9 Negotiators finalize the text of the U.S.-Canada FTA.

1988

January 1 The Harmonized System Convention enters into force.
The Harmonized Tariff System (HTS) was designed by
the Customs Cooperation Council, a technical body in
Brussels, Belgium that analyzes and helps resolve
customs problems, as a 6-digit “core” system of
nomenclature for customs tariffs, statistical enumeration,
and transport documentation.

January 2 The U.S.-Canada FTA is signed.

July 25 President Reagan submits implementing legislation to

10

the Congress to enact the U.S.-Canada FTA into law.



Figure 2-1—Continued
Timeline of events related to fast track negotiating authority, 1934-2002

August 23

The Omnibus Trade and Competitiveness Act of 1988 is
signed into law to provide negotiating authority and
fast-track implementing procedures for the Uruguay
Round negotiations. The 1988 Trade Act provides tariff
and nontariff negotiating authority to the President
through May 31, 1993. The 1988 Trade Act provides
fast-track implementing procedures through May 31,
1991, with a provision for a 2-year extension through
May 31, 1993.

September 28

President Reagan signs the U.S.-Canada Free Trade
Agreement Implementation Act of 1988 into law.

December 5to0 9

The Midterm Review of Progress in the Uruguay Round
is held in Montreal, Canada.

1989

January 1 The Tariff Schedule of the United States is replaced
with the Harmonized Tariff Schedule of the United
States on January 1, 1989.

January 1 The U.S.-Canada FTA enters into force.

1990

June President G.H.W. Bush announces the Enterprise for

the Americas Initiative, later known as the Free Trade
Area of the Americas (FTAA).

September 25

President G.H.W. Bush notifies the Congress of his
intention to enter into bilateral negotiations with Mexico
for a free trade area.

December

The GATT ministerial conference at Brussels, Belgium,
brings the Uruguay Round negotiations near collapse
largely over disagreements about trade in agriculture.

1991

February 5

President G.H.W. Bush informs the Congress of his
intention to enter into trilateral negotiations for an
agreement with Canada and Mexico for a free trade
area, the formation of a North American Free Trade
Agreement (NAFTA).

March 1

President G.H.W. Bush formally requests the Congress
for renewal of fast-track authority to open the NAFTA
and complete the GATT Uruguay Round negotiations.

June 12

Formal negotiations begin in Toronto, Canada, between
Canada, Mexico, and the United States on a NAFTA.

December 4

The Andean Trade Preference Act (ATPA) is signed into
U.S. law. The ATPA allows the President to grant certain
unilateral preferential trade benefits to Bolivia, Colombia,
Ecuador, and Peru in the form of reduced-duty or
duty-free treatment for eligible products.
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Figure 2-1—Continued
Timeline of events related to fast track negotiating authority, 1934-2002

December 20

GATT Director-General Arthur Dunkel issues the draft
Final Act of the Uruguay Round negotiations, commonly
known as the “Dunkel draft.” The draft provides the
basis for negotiations to move forward from the impasse
reached at the 1990 Brussels ministerial conference,
largely over issues involving trade in agriculture.

1992

January 13 The Uruguay Round negotiations are relaunched.

May 13 President G.H.W. Bush announces his intention to
negotiate a bilateral agreement with Chile for a free
trade area, once the NAFTA is concluded. Such an
agreement would be the first under the FTAA initiative.

August 12 Negotiators initial the draft text for a NAFTA, 14 months

after they began formal negotiations.

September 18

President G.H.W. Bush notifies the Congress of his
intent to enter into the NAFTA with Canada and Mexico.

December 17

The Governments of Canada, Mexico, and the United
States of America sign the NAFTA.

1993

April 27

President Clinton formally requests the Congress to
extend negotiating authority and fast-track implementing
procedures for 120 days to conclude the Uruguay
Round negotiations.

May 31

Negotiating authority and fast-track approval procedures
for implementing legislation expire under the 1988 Trade
Act.

July 2

Negotiating authority and fast-track approval procedures
are amended to extend the time limit from May 31, 1993
to April 16, 1994 in order to complete the Uruguay
Round negotiations. The extension requires the
President to notify the Congress of his intention to enter
into a trade agreement 120 days in advance of doing so.
This provision effectively makes Dec. 15, 1993 the
target date for conclusion of the Uruguay Round.

November 3

President Clinton submits implementing legislation to the
Congress to enact the NAFTA under fast-track approval
procedures.

November 17

The U.S. House of Representatives approves the
NAFTA legislation.

November 20

The U.S. Senate approves the NAFTA legislation.

November 22

Mexico ratifies the NAFTA.

December 8

President Clinton signs the North American Free Trade
Agreement Implementation Act into U.S. law.

December 15

Negotiators initial the draft text for the Uruguay Round
Agreements, concluding the 1986-93 Uruguay Round
after 7 years of negotiations.

December 30

12

Canada proclaims the NAFTA legislation.



Figure 2-1—Continued
Timeline of events related to fast track negotiating authority, 1934-2002

1994
January 1 The NAFTA enters into force.
April 15 The Uruguay Round Agreements are signed by

participating governments at Marrakesh, Morocco,
formally concluding the 1986-93 Uruguay Round. The
agreements enter into force on Jan. 1, 1995. The
Uruguay Round was the first MTN to extend
international trade disciplines beyond trade in goods, to
trade in services and intellectual property rights. The
Uruguay Round Agreements also established the World
Trade Organization (WTO) to help carry out the Uruguay
Round Agreements.

September 27

President Clinton submits implementing legislation to the
Congress to enact the Uruguay Round Agreements
under fast-track approval procedure.

December 8

President Clinton signs the Uruguay Round Agreements
Act of 1994 that implements the Uruguay Round
Agreements into law. In the Act, the administration fails
to win from the Congress new negotiating authority
under fast-track implementing procedures which would
allow for further trade negotiations. This failure arises
largely over disagreement about whether labor
standards and environment issues should be formally
included in trade agreement negotiations.

1995

January 1

The Uruguay Round Agreements enter into force; the
WTO is established.

June 7

The United States, Canada, and Mexico enter into
plurilateral negotiations with Chile for its accession to
the NAFTA.

2002

August 6

The Trade Act of 2002 is signed into U.S. law by
President G.W. Bush. The 2002 Trade Act provides tariff
and nontariff negotiating authority to the President for a
3-year period through May 31, 2005, with provision for a
2-year extension through May 31, 2007. The 2002 Trade
Act also provides fast-track implementing procedures
(now called trade promotion authority).

Source: Compiled by the USITC.
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Tariff vs. Nontariff Barrier Negotiating Authority

Congress has delegated a part of its authority over international trade to the
President since implementation of the Reciprocal Trade Agreements Act of
1934.2 With this authority, the President can negotiate with foreign
governments to enter into multilateral tariff agreements and—without further
congressional approval-proclaim reductions in U.S. tariff rates, subject to
certain limits.3 This general tariff authority has been a key feature of the first
six rounds of multilateral trade negotiations held since 1947 under the auspices
of the GATT.A

Trade negotiations prior to the Tokyo Round concentrated primarily on
reducing or eliminating tariffs, with relatively little effort or progress made in
reducing nontariff barriers or other trade-distorting measures such as
subsidies.> To address both tariff and nontariff barriers in the Tokyo Round,
Congress needed to grant additional negotiating authority to the President.

As before, Congress could delegate traditional tariff proclamation authority
at a level sufficient to engage foreign governments in multilateral tariff
negotiations but still retain its constitutional mandate to regulate international
trade matters through limits it placed on tariff reductions, de minimis tariff
elimination, tariff staging, etc. Preparing for the Tokyo Round negotiations,
however, Congress found it problematic to devise a way to delegate authority
to the President to negotiate on nontariff barriers that was sufficiently broad but
which did not abrogate Congress’s constitutional powers over international
trade or ignore these barriers’ impact on the people of the United States.6

Presidential authority to negotiate nontariff barriers

As a solution to granting the President sufficient authority to negotiate
nontariff barriers while still retaining its constitutional role to oversee matters
related to trade, Congress fashioned the trade agreement authority and approval
process found in section 102 of the Trade Act of 19747 to encourage countries

2 Pt. 111, Pub. L. 316, 48 Stat. 943. Committee on Ways and Means, U.S. House of
Representatives, Overview and Compilation of U.S. Trade Statutes — 2001 Edition, June
2001, pp. 227-229.

3 Tariff reductions are limited to no more than half of current rates of duty. Tariff
elimination is limited to current rates of duty that are 5 percent ad valorem or less, and
certain staging conditions apply, such as limiting tariff reductions, to no more than 3
percent ad valorem in any one year, among other conditions. Committee on Ways and
Means, Overview, p. 227. Reductions or eliminations beyond these limits requires
Congressional approval.

4 General tariff authority has also been called “tariff proclamation” authority.

5 Committee on Ways and Means, Overview, pp. 228-229.

6 Committee on Finance, U.S. Senate, Trade Reform Act of 1974 - Report of the
Committee on Finance - United States Senate—Together with Additional Views on H.R.
10710, Rep. No. 93-1298, 93d Cong., 2d Sess., Nov. 26, 1974, pp. 75-76.

7 Pub. L. 93-618, 88 Stat. 1978.
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to participate in negotiations, anticipating that trade agreements emerging
from nontariff barrier negotiations were likely to involve substantial changes
to U.S. domestic laws.8 Section 102 authority thus delegated power to the
President to negotiate and enter into trade agreements on nontariff barriers
provided that Congress retained the final authority to approve the
implementing legislation for these trade agreements.

Although reserving final approval appeared to fulfill Congress’
constitutional responsibility for overseeing the legislative process for trade
agreements, it did nothing to alleviate foreign governments’ concerns about the
uncertainty of the legislative process for approving such agreements. The
uncertainty of whether Congress would approve an implementing bill for a
nontariff trade agreement without reopening negotiations to amend provisions
that it disliked was seen as a major obstacle to engaging the active participation
of potential trading partners in negotiations.

Congressional fast track implementing procedures

To encourage vigorous negotiations and commitments by foreign
governments, Congress devised a special expedited approval process for
implementing legislation. These fast-track implementing procedures were first
set down in section 151 of the 1974 Trade Act. The key feature of the
fast-track approval process was that amendments were prohibited to the
implementing bill that the President submitted to incorporate the proposed
nontariff trade agreement into U.S. domestic law. As such, the Congress could
only vote to approve or disapprove the legislation—a strict up or down vote. To
ensure that congressional views about the proposed trade agreement and
recommendations about changes to U.S. law or administrative practice were
considered during the negotiations, section 102 included a number of
consultation and notification requirements. These consultations were intended
to resolve problems in advance of formal submission and consideration of
implementing legislation by Congress when the special fast-track implementing
procedures were invoked.®

Past and present trade agreement authority

Section 102 authority under the 1974 Trade Act was granted for a 5-year
period from the date of enactment, that is, from January 3, 1975 through
January 2, 1980. The Trade Agreements Act of 1979 extended section 102
authority for an additional 8-year period, through January 2, 1988. Section 102
authority subsequently was replaced by similar authority under section 1102(b)

8 Committee on Finance, Trade Reform Act of 1974 — Report of the Committee on
Finance, Rep. No. 93-1298, p. 75.

9 Committee on Ways and Means, Overview, pp. 234-235.
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of the Omnibus Trade and Competitiveness Act of 1988.10 Under this
authority, a trade agreement could be entered into only if it made progress in
meeting the applicable objectives set forth in section 1101 of the 1988 Trade
Act.11

The 1988 Trade Act granted section 1102 authority from the date of its
enactment on August 23, 1988 through May 31, 1991. Section 1102 authority
was extended upon request of the President for 2 years, through May 31, 1993.
The Congress amended section 1102 on July 2, 1993 to extend the negotiating
authority and fast track approval procedures to April 16, 1994, in order to
complete the Uruguay Round of GATT multilateral trade negotiations.12

The authority that lapsed in 1993 remained so until section 2103 of the
Trade Act of 200213 granted authority to the President to negotiate trade
agreements from the date of its enactment on August 6, 2002 through May 31,
2005.14 Provisions in the 2002 Trade Act allow for a 2-year extension of
section 2103 authority, through May 31, 2007.

Regional and Bilateral Trade Agreements

Congress delegated to the President the necessary authority to negotiate
agreements on nontariff barriers in the Tokyo Round through section 101 of the
1974 Trade Act, section 102 authority of the 1974 Trade Act, and other
presidential documents. The expedited approval proceduresl® included in
section 151 of the 1974 Trade Act encouraged foreign governments to
negotiate with their best offers, secure in the knowledge that Congress could
not amend provisions separately, but instead had to approve or disapprove the
whole agreement as concluded by the negotiators. The United States enacted

10 pub. L. 100-418, 102 Stat. 1123. Sec. 1102(a) authority was to enter into
multilateral tariff agreements; sec. 1102(b) authority was to enter in multilateral nontariff
agreements; sec. 1102(c) authority was for bilateral agreements regarding tariff and
nontariff barriers.

11 For further details, see section on the Uruguay Round Agreements.

12 Committee on Ways and Means, Overview, pp. 229-230. Section 1102(c), which
authorized the President to enter into bilateral agreements regarding tariff and nontariff
agreements under the same terms and procedures as applied to multilateral trade
agreements, also expired after May 31, 1993 following a similar 2-year extension
request.

13 Pub. L. 107-210, 116 Stat. 933.

14 Section 2103(b)(3)(A).

15 The expedited congressional approval procedures of sec. 151 of the 1974 Trade
Act became referred to commonly as “fast track” although the 1974 and 1979 Trade Acts
did not use the term. Sec. 1103(b) of the 1988 Trade Act used the term in its title
“Application of Congressional ‘Fast Track’ Procedures to Implementing Bills.” Sec.
2103(b)(3) of the 2002 Trade Act calls the provisions of sec. 151 of the 1974 Trade Act
by the name of “trade authorities procedures.”
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the Tokyo Round Agreements in the Trade Agreements Act of 1979,16
legislation that also extended the U.S. trade agreements authority until 1988.

Once the Tokyo Round Agreements entered into force in January 1980,
major trading nations sought to open another round of multilateral trade
negotiations, in large part to counteract the world recession that followed the
1973 and 1979 global oil price increases. This effort failed in November 1982,
when world recession, high unemployment, and debt service problems in a
number of major countries, such as Mexico, made many countries reluctant to
agree to further trade concessions.1? It was not until November 1985 that the
GATT Secretariat began to establish a preparatory committee to develop an
agenda and timetable for a new round of multilateral trade negotiations.18
Finally, in September 1986, the ministerial declaration in Punta del Este,
Uruguay, launched the eighth round of multilateral trade talks-the Uruguay
Round of GATT trade negotiations.

The reluctance of other governments in 1982 to engage in multilateral
liberalization shifted the United States’ focus to other trade liberalization
approaches, such as regional and bilateral initiatives, even though multilateral
efforts have typically been the primary thrust of U.S. trade policy.l® By the
start of the Uruguay Round, the United States had already embarked on the
complementary policy of pursuing trade liberalization through regional and
bilateral agreements, with the idea of using them as building blocks toward
future multilateral market opening.20 The first of these was a bilateral free
trade agreement between the United States and Israel in 1985. The second was
a bilateral free trade agreement between the United States and Canada in 1988.
The third, which began as a bilateral free trade agreement between the United
States and Mexico, expanded to become a trilateral free trade agreement
between the United States, Mexico, and Canada in 1993-the North American
Free Trade Agreement or NAFTA. In addition, the U.S. President unveiled in
1990 the Enterprise for the Americas Initiative—a regional trade liberalization

16 pyb. L. 96-30, 93 Stat. 145.

17 Office of the United States Trade Representative (USTR), Twenty-seventh Annual
Report of the President of the United States on the Trade Agreements Program 1983,
transmitted to the Congress Apr. 10, 1984, p. 53. The GATT ministerial declaration in
November 1982 called for positive steps to fight protectionism, avoid predatory trade
practices, resolve outstanding trade problems, and pursue greater trade liberalization. The
OECD ministerial declaration in May 1983 called for measures to ease trade restraints,
end export subsidies and preferences to nonmarket economies, and promote economic
and trade policies aimed at bolstering world economic recovery. The Group of Seven
major industrialized democracies announced in its summit communique later in May
1983 a commitment to halt protectionism and reverse it by dismantling trade barriers.
USTR, Annual Report 1983, p. 53.

18 Council of Economic Advisors (CEA), Economic Report of the President, 1986
(GPO: Washington DC, 1986), p. 122.

19 CEA, Economic Report of the President, 1991, pp. 252-253.
20 CEA, Economic Report of the President, 1995, pp. 214-219.
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effort still underway in 2003, known more widely today as the Free Trade
Area of the Americas (FTAA). The following discussion reviews the main
elements of the multilateral, plurilateral, and bilateral trade agreements
negotiated under the section 102 authority and section 151 approval
procedures first set down in the 1974 Trade Act.

1979 Tokyo Round Agreements

Setting

The context for the 1973-79 Tokyo Round can be illustrated by
comparison with previous trade rounds. The 1963-67 Kennedy Round
immediately preceding was the most significant and comprehensive multilateral
trade agreement yet reached. Its success was due in large part to the use of a
50-percent cut in tariffs for industrial goods—a tariff cutting formula—as well as
the large number of countries (62) that took part in these negotiations. Overall,
the Kennedy Round resulted in an average tariff reduction for industrial
products of 35 percent, liberalizing trade worth roughly $40 billion.

The very success of multilateral efforts at reducing tariff barriers had the
effect of highlighting the nontariff barriers that remained. Thus, the Tokyo
Round is perhaps most notable for the GATT plurilateral agreements on
nontariff barriers that emerged, the first attempt to address nontariff barriers in
a broad multilateral forum.21 The Tokyo Round also went beyond previous
multilateral negotiations in its treatment of trade in agriculture. As in previous
rounds, the Tokyo Round in its multilateral format focused essentially on
reducing trade barriers on industrial products (tropical agricultural products
being a notable exception). However, under the umbrella of the multilateral
Tokyo Round negotiations, a number of bilateral agreements also emerged that
addressed for the first time tariff and nontariff barriers on temperate
agricultural products.

Review of the negotiations

The seventh round of multilateral trade negotiations opened in Tokyo,
Japan in September 1973. U.S. officials negotiated on tariff reductions under
the general tariff authority found in section 101 of the Trade Act of 1974, and
negotiated on nontariff barriers liberalization under the authority found in
section 102.

21 Distinctions between “multilateral,” “plurilateral,” and “bilateral” trade
agreements can be valid descriptors but can also be subject to different interpretations.
For further details, see section on the Uruguay Round Agreements.

18



The Tokyo Round Agreements were signed on June 30, 1979. The
agreements were incorporated in the Geneva Protocol (1979), which contained
the tariff concessions negotiated by a number of countries during the Round. A
Supplementary Protocol was opened in November 1979 for additional
signatures and concessions.22 Most of the Tokyo Round Agreements entered
into force on January 1, 1980, although a few did so on January 1, 1981. Tariff
reductions were phased in over eight annual stages, beginning on January 1,
1980; U.S. staged reductions for a few more sensitive products’ tariffs were
continued through January 1, 1991.23

Overview of the agreement

Tariff barriers

For agricultural products, multilateral concessions by developed countries
on exports of tropical products from developing countries were the first
concrete results of the Tokyo Round. Most developed countries implemented
their concessions in 1976 and 1977, with further concessions effective as of
1980. Approximately 46 developing countries submitted requests to 11
developed country participants for tariff and nontariff concessions on exports of
tropical products and materials—including agricultural, raw material, mineral,
semimanufactured, and manufactured products containing tropical products. Of
4,300 items with dutiable tariff lines that were tabled as requests,
most-favored-nation (MFN) concessions and GSP concessions were granted on
2,855 tariff lines. Of the 2,855 items, 940 were implemented early in the
negotiations in 1976 and 1977.

For industrial products, the GATT Secretariat estimated in 1980 that the
total value of trade affected by MFN tariff reductions and bindings of
prevailing tariff rates resulting from the Tokyo Round, amounted to more than
$155 billion.2# As a result of these cuts, the GATT estimated that the weighted
average tariff on industrial products among the 19 major participants2® was to
decline from 7.0 to 4.7 percent-a 34 percent reduction in customs duty rates.
The tariff cutting formula known as the “Swiss formula” was designed, in
general, to result in the highest tariffs being reduced by the greatest amount
and, consequently, harmonizing or bringing tariff rates for these countries more
closely together.

22 USTR, Annual Report 1979, pp. 39 to 51.

23 Pres. Proc. 4707 of Dec. 11, 1979; 44 FR 72348, et seq.

24 GATT, Activities in 1979 and Conclusion of the Tokyo Round of Multilateral
Trade Negotiations (1973-1979) (Geneva: GATT, 1980), pp. 18-20.

25 The 19 major trading partners were Austria, Belgium, Canada, Denmark, the
European Communities, Finland, France, Germany, Ireland, Italy, Japan, Luxembourg,
the Netherlands, New Zealand, Norway, Sweden, Switzerland, the United Kingdom, and
the United States.
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Nontariff barriers

The plurilateral agreements2® addressing nontariff barriers for both
agricultural and industrial products negotiated at the Tokyo Round of
multilateral trade negotiations included:

n

Agreement on Technical Barriers to Trade;2’
Agreement on Government Procurement;

Agreement on Interpretation and Application of Articles VI, XVII and
XXI1;28

Agreement on Implementation of Article VI11;2°
Agreement on Import Licensing Procedures;
Agreement on Implementation of Article V1;30
Arrangement Regarding Bovine Meat;
International Dairy Arrangement; and the

Agreement on Trade in Civil Aircraft.

addition, the Tokyo Round resulted in several agreements aimed at

improving the systemic functioning of the General Agreement, that is, the
fundamental rules governing the multilateral trading system. These
agreements3! were entitled:

Differential and More Favourable Treatment, Reciprocity and Fuller
Participation of Developing Countries;32

Declaration on Trade Measures Taken for Balance-of-Payments
Purposes;

26 General Agreement on Tariffs and Trade, The Texts of the Tokyo Round
Agreements (Geneva: GATT, August 1986), pp. iii to v.

27 Also known as the “Standards Code.”

28 Also known as the “Subsidies Code.”

29 Also known as the “Customs Valuation Code.”

30 Also known as the “Antidumping Code.” The Antidumping Code was the only
nontariff barrier agreement negotiated during the 1963-67 Kennedy Round.

31 Whether decisions, declarations, agreements, understandings, undertakings, or
another name, they were commonly referred to collectively as the *“Framework
Agreements.”

32 Also known as the “Enabling Cause.”
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e Safeguard Action for Development Purposes; and the

e Understanding Regarding Notification, Consultation, Dispute
Settlement and Surveillance.

Tokyo Round bilateral negotiations

The United States exchanged major bilateral concessions on tariff and
nontariff measures affecting trade in agriculture with Japan, the European
Community (EC), and Canada, and on largely nontariff measures with Finland,
Sweden, Norway, Switzerland, and Austria.33 The United States reached major
bilateral agreements on tariff and nontariff measures affecting trade in
manufactures with Australia, New Zealand, and South Africa.

Japan agreed to bind the duty rate on soybeans at its existing tariff of free.
In 1976, soybeans accounted for $675 million (over 6.7 percent) of total U.S.
exports to Japan. Japan also agreed to undertake to increase its general and
hotel-use import quota for high quality beef from 16,800 to 30,800 tons by
April 1983,with the United States expected to be a major beneficiary. Japan
agreed to reduce tariffs on agricultural products by an average of 18 percent.

The EC agreed to assure market access for a number of agricultural
products, such as beef, poultry, and variety meats; canned fruit cocktail and
peaches; certain fish, table grapes, and spirits (e.g. bourbon whiskey); dried
prunes; rice; and tobacco. Assured market access indicated that the EC would
reduce, harmonize, or bind tariffs, provide tariff-rate quotas, or adjust variable
levy calculations. Of major interest to the United States, the EC agreed to a
tariff-rate quota for high quality beef, with 10,000 tons in-quota that was levy
free, and an over-quota tariff rate of 20 percent ad valorem. Of major interest
to the EC, the United States agreed to increase the U.S. cheese quota from
17,700 to 44,000 tons for the EC.

Canada made concessions to the United States valued at around $600
million and, in exchange, the United States gave concessions amounting to
about $350 million, in 1976 dollars. More than half the trade coverage of these
concessions involved the livestock sector. Duty harmonization was a major
element of trade liberalization in both directions, affecting cattle, pork, corn,
and potatoes.

Australia agreed to reduce tariffs on 91 rate lines, of which tobacco was a
key agricultural product; and computers, construction machinery, and scientific
instruments were key industrial products of interest to the United States. Of
interest to Australia, the United States agreed to liberalize U.S. nontariff
measures controlling meat and dairy imports.

33 USTR, Annual Report 1979, pp. 39 to 51.
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New Zealand agreed to reduce tariffs on 76 rate lines, of which citrus, rice,
tobacco, and turkey were key agricultural goods; and chemicals, engines,
industrial machinery, medical equipment, and tools were key industrial goods
of interest to the United States. The United States agreed to reduce tariffs on
36 rate lines, principally on meats (beef, lamb, veal), dairy products (butter,
cheese, casein dairy mixtures), wool, and motorboat engines. The United States
also agreed to establish for New Zealand a bilateral quota for cheese of 17,422
tons.

South Africa agreed to reduce tariffs by 50 percent on average for $27
million of U.S. products. South Africa also agreed to eliminate preferential
tariffs on products from the United Kingdom, such as protein derivatives, earth
moving machinery, and tools. The United States agreed to reduce tariffs by 29
percent on average for $74 million of South African products, principally fine
wool, tanning extracts, diamonds, and certain scrap metals.

Impact of the agreement

Tariff negotiations resulted in multilateral tariff reductions covering $126
billion in trade in industrial products among the 19 major developed countries,
according to the 1979 annual report34 of the President to Congress following
the negotiations. The tariff reductions were based on a tariff cutting formula,
although there were a number of exceptions to the formula.3® The cuts
achieved a simple average tariff reduction among the major trading partners of
about 35 percent. For the United States, the average tariff on industrial product
imports was to decline from 6.1 percent ad valorem to 4.2 percent—a 32 percent
reduction.3¢ Multilateral tariff negotiations for agricultural products centered
largely on concessions given by developed countries on exports of tropical
products from developing countries. A number of bilateral trade negotiations
on agriculture also emerged from the Tokyo Round, largely among the
developed countries, and focused more on “market access measures”3’ where
the combined effect of tariff and nontariff measures was difficult for
negotiators to address separately.

34 USTR, Annual Report 1979, pp. 39 to 51.

35 The formula settled upon in December 1978 was originally proposed by
Switzerland and, hence, was known as the “Swiss formula.”

36 USTR, Annual Report 1979, p. 50.
37 USTR, Annual Report 1979, pp. 39 to 51.
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1985 United States-Israel Free Trade Area
Agreement

Setting

Following the failure to launch a new round of multilateral trade
negotiations in 1982, U.S. trade policy efforts shifted focus toward bilateral
and plurilateral discussions to liberalize trade.38 Israel originally proposed the
idea of a free trade area between the United States and Israel in 1981.39 In
November 1983, President Reagan and Israeli Prime Minister Shamir agreed to
begin bilateral negotiations on a reciprocal free trade area between the United
States and Israel. At the time, U.S. exports to Israel suffered from a severe
tariff disparity as compared to exports from the EC, owing to an EC-Israel
preferential trade agreement for industrial products. In addition to broader
political goals involved in closer U.S.-Israelities, the U.S.-Israel FTA also
sought to overcome this economic disadvantage for U.S. products.

Review of the negotiations

Negotiations began formally on January 17, 1984.40 Section 1101
(extension of nontariff barrier negotiating authority) of the 1979 Trade Act had
extended section 102 authority of the 1974 Trade Act to negotiate nontariff
barriers, as well as the section 151 provisions of the 1974 Trade Act under
which Congress agreed to consider the agreement and its implementing
legislation under the fast-track approval procedures.*l An agreement was
signed on April 22, 1985 that was to eliminate tariff and nontariff barriers on
most products traded between the United States and lIsrael by January 1,
1995.42 The agreement was submitted to the Congress for approval on April
29, 1985, along with its statement of administrative action.*3 Congress
approved the U.S.-Israel Free Trade Area Implementation Act of 1985, which

38 Staff of the U.S. House of Representatives, Committee on Ways and Means,
Trade Legislation Enacted into Public Law — 1981 through 1988, Committee print,
Jan. 27, 1989, 101st Cong., 1st Sess. (Washington DC, GPO: 1989), pp. 163-167.

39 USTR, Annual Report 1984-85, p. 97.

40 Ibid.

41 Ibid.

42 Committee on Ways and Means, Trade Legislation, Committee print, pp. 163-167.

43 Committee on Ways and Means, Trade Legislation, Committee print, pp. 163-167.
This notification began the period of 60 legislative days during which either the Senate
Committee on Finance or the House Committee on Ways and Means could disapprove
consideration of the agreement under the fast-track approval procedures of the 1974
Trade Act.

44 pub. L. 99-47 (H.R. 2268), 99 Stat. 82. See 19 U.S.C. 2112(b) and accompanying
note.
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was signed into U.S. law on June 11, 1985.4° The U.S.-Israel Free Trade
Area agreement was the first reciprocal bilateral agreement negotiated by the
United States.

Overview of the agreement

The agreement eliminated tariffs for various products according to four
different schedules: (1) upon entry into force of the agreement; (2) in 3
reductions to January 1, 1989; (3) in 8 reductions to January 1, 1995; and (4)
after a 5-year period of no reductions, by negotiated reduction by January 1,
1995.46 In the area of nontariff barriers, the agreement ended a variety of trade
distorting practices. First, Israel agreed to eliminate export subsidies on
industrial products, including processed agricultural goods. Israel agreed to
accede to the GATT Subsidies Code on or before the agreement became
effective. Second, the United States and Israel agreed to disciplines on taking
actions for balance-of-payments reasons. Third, Israel agreed to automatic
licensing for virtually all nonagricultural products, unless a specific reason is
provided for nonautomatic licensing. Fourth, both countries agreed they could
maintain import restrictions for agricultural policy purposes, with the exception
of customs duties. Finally, the United States and Israel agreed to lower the
GATT threshold for mutual procurement in order to expand access to their
government procurement markets. The agreement also contains detailed
safeguard provisions modeled after section 201 of the Trade Act of 1974;
dispute settlement procedures; rules of origin similar to those detailed in the
Caribbean Basin Economic Recovery Act;*’ and provisions for consultations
through an ongoing Joint Committee.

1988 United States-Canada Free Trade Agreement

Setting

In late 1983, Canada released a comprehensive review of its trade policy
during the early 1980s,48 which highlighted the importance of U.S. trade to
Canada, but rejected the idea of a comprehensive, preferential free trade
agreement between the United States and Canada. The review instead
recommended limited free trade agreements for particular sectors, resembling
the 1965 U.S-Canada Auto Pact. Sectors initially considered by Canada as

45 Committee on Ways and Means, Trade Legislation, Committee print, pp. 163-167.
46 Committee on Ways and Means, Trade Legislation, Committee print, pp. 163-167.

47 These rules of origin were essentially the judicially interpreted “substantial
transformation” standard, under 19 U.S.C. 1304, as amended.

48 USTR, Annual Report 1984-85, p. 98.
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possibilities for such negotiations included steel, urban mass transit,
petrochemicals, and textiles and clothing. Several joint working groups were
established in 1984 to examine the possibility of negotiating these sectoral
agreements. However, these working groups remained dormant during the
Canadian election campaign that began in the summer of 1984. Once elected
in September 1984, the new government of Prime Minister Mulroney began
a review of ways to promote freer trade with the United States.

Review of the negotiations

On September 26, 1985, Prime Minister Mulroney formally requested that
the United States and Canada open negotiations on a United States-Canada
Free-Trade Agreement® U.S. negotiators held talks under section 102
authority of the 1974 Trade Act, which had been extended by the 1979 Trade
Act through January 3, 1988. Negotiations began on June 17, 1986. On
October 3, 1987, President Reagan notified the Congress of his intention to
enter into a free trade agreement with Canada. Negotiators completed a final
text on December 9, 1987.50 On January 2, 1988, President Reagan and Prime
Minister Mulroney formally entered into the agreement. On July 25, 1988, the
President transmitted to the Congress the United States-Canada Free-Trade
Agreement Implementation Act of 1988. The Congress passed the act and on
September 28, 1988, the President signed the act into law. The U.S-Canada
FTA took effect on January 1, 1989.51

Overview of the agreement

The U.S-Canada FTA eliminated all tariffs on originating goods, reduced
many nontariff barriers, liberalized investment practices, provided ground rules
covering trade in services, and supported efforts at multilateral trade
liberalization. Much of the value of the agreement to the United States lay
outside the tariff area, by increasing the stability of cross-border trade, and by
assuring that long-term commitments could be made by businesses and
exporters without fear of arbitrary disruption from direct import restriction or
other measures. The agreement addressed factors affecting trade in services, an
area of increasing economic importance. Cross-border investment was also

49 USTR, Annual Report 1988, pp. 21-24.
50 USTR, Annual Report 1988, pp. 21-24.

51 The CFTA remains in force technically, although it has been effectively
suspended by adoption of the NAFTA. The NAFTA has incorporated all the bilateral
CFTA obligations that the parties agreed should be continued under the NAFTA.
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addressed in an effort to make this area more efficient.52 In 1987, total
bilateral goods and services trade between the two countries exceeded $166
billion.

The U.S-Canada FTA contained 21 chapters in eight broad sections: (1)
objectives and scope; (2) trade in goods; (3) government procurement; (4)
services, investment and temporary entry; (5) financial services; (6)
institutional provisions; (7) other provisions; and (8) final provisions. The first
section on objectives and scope comprising chapter 1 and 2 covers the overall
aims of the agreement and the general definitions used in the agreement.
Section 2 on trade in goods, comprising chapters 3 through 12, covers rules of
origin for goods, border measures, national treatment, technical standards,
agriculture, wine and distilled spirits, energy, trade in automotive goods,
emergency action, and exceptions for trade in goods. Section 3 in chapter 13
covers government procurement. Section 4, comprising chapters 14 through 16,
covers services, temporary entry for business persons, and investment. Section
5, in chapter 17, covers financial services. Section 6, comprising chapters 18
and 19, covers institutional provisions, and binational dispute settlement in
antidumping and countervailing duty cases. Section 7, in chapter 20, covers
other provisions. Section 8, in chapter 21, covers final provisions.

Impact of the agreement

The summary of the agreement’s effects submitted by the Administration in
its documentation to Congress estimated that duty-free trade between the two
countries would result in a gain of between $1 billion and $3.5 billion in
annual U.S. welfare.>3 U.S. exports to Canada were projected to increase by as
much as $2.4 billion compared to a Canadian gain of $1.1 billion. Although
more difficult to quantify, liberalization of nontariff barriers was to provide
significant opportunities for U.S. businesses and exporters.

1993 North American Free Trade Agreement

Setting

After the U.S-Canada negotiations, the United States continued its bilateral
and regional thrust toward trade liberalization with similar negotiations held

52 president of the United States, “Statement of Administrative Action” (hereafter
“SAA-CFTA”), p. 2-7; found at President of the United States, Communication from the
President of the United States transmitting the Final Legal Text of the U.S.-Canada
Free-Trade Agreement, the Proposed U.S.-Canada Free-Trade Agreement
Implementation Act of 1988, and a Statement of Administrative Action, Pursuant to 19
U.S.C. 2112(e)(2), 2212(a), 100th Cong., 2d Sess., H. Doc. 100-216, July 26, 1988,
(GPO: Washington DC, 1993), p. 727-730 (hereafter, H. Doc. 100-216).

53 SAA-CFTA; found at H. Doc. 100-216, pp. 3 to 7.
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with its southern neighbor, Mexico. In June 1990, the United States and
Mexican Presidents endorsed the goal of a comprehensive free trade
agreement (FTA) between the United States and Mexico, and instructed their
ministers to open negotiations. Congress had renewed U.S. trade agreement
authority in the Omnibus Trade and Competitiveness Act of 1988,%4 which,
although focused primarily on the next round of multilateral trade
negotiations that began in 1986, also permitted U.S. negotiators to establish
regional and bilateral trade agreements if possible.

Review of the negotiations

Following the June 1990 announcement, Canada expressed interest in
three-way negotiations between the United States, Mexico, and Canada.
Negotiations formally began in June 1991 and proceeded quickly based on
previous bilateral discussions held between the United States and Mexico
earlier when Mexico was preparing to accede to the GATT in 1986.

On August 12, 1992, Canada, Mexico, and the United States announced the
completion of the negotiations, 14 months after they began.>®> The President
submitted to Congress on November 3, 1993 the legislative package necessary
for the agreement to be considered under the fast-track approval procedures.
The package included the text of the agreement, schedules of concessions, an
implementing bill, a Statement of Administrative Action required to implement
the agreement, and certain administration statements required by Congress on
how the agreement would affect U.S. economic interests. The U.S. House of
Representatives approved the legislation on November 17, 1993; the U.S.
Senate on November 20, 1993. Mexico ratified the agreement on November
22, 1993; and Canada proclaimed the legislation on December 30, 1993. The
NAFTA entered into force on January 1, 1994,

Overview of the agreement

The NAFTA is a regionwide trade agreement aimed at progressively
eliminating tariff and nontariff barriers to trade in originating goods, improving
access for trade in services, establishing rules for investment, strengthening

54 pub. L. 100-418, 102 Stat. 1102, 19 U.S.C. 2902. For further details, see the
section on the Uruguay Round Agreements.

55 USTR, Annual Report 1993, pp. 45-46. On Sept. 25, 1990, President Bush
notified the Senate Finance and the House Ways and Means Committees of his intent to
negotiate an FTA with Mexico.This notification began the period of 60 legislative days
during which either committee could decline in advance to consider any trade agreement
negotiated under this authority using the fast- track approval procedures.The President
also indicated that Canada had expressed a strong desire to participate in three-way
negotiations with Mexico and the United States. On Feb. 5, 1991, the President again
informed the two committees of the decision by the three governments to proceed with
trilateral negotiations toward forming a North American FTA. USTR, Annual Report
1991, pp. 78-79.
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protection for intellectual property rights, and creating an effective dispute
settlement mechanism. Most tariff and nontariff barriers on eligible industrial
products will be gradually eliminated over 10 years, including barriers to
textiles and apparel that have substantial regional content. Moreover, the
agreement provides that tariffs and most nontariff barriers on agricultural
products will be phased out over 15 years. Investment rules aim to ensure
national treatment and eliminate or significantly reduce most performance
requirements in all sectors, particularly in investment barriers in the
petrochemical and financial sectors in Mexico. The agreement liberalizes
trade in services—in particular financial, land transportation, and
telecommunications services—and also aims to protect intellectual property
rights. It creates a dispute resolution structure and contains mechanisms to
enforce national labor and environmental laws. Last, the NAFTA provides
funds for environmental infrastructure and community adjustment along the
U.S.-Mexican border.56

The NAFTA contains eight broad sections, both substantive and
institutional: (1) general objectives and definitions; (2) trade in goods; (3)
technical barriers to trade; (4) government procurement; (5) investment,
services, and related matters; (6) intellectual property; (7) administrative and
institutional provisions; and (8) final provisions. What follows is a brief
overview of the agreement’s provisions, drawing upon implementation
documents submitted to Congress as part of its approval procedure for the
agreement.>’

Objectives

The first section contains chapters 1 and 2, which cover the objectives
(establishment of the free trade area; objectives; relation to other agreements,
including environmental and conservation agreements; and the extent of
obligations) and the general definitions used in the agreement.>8

56 CEA, Economic Report of the President, 1995, pp. 220-221.

57 President of the United States, “Statement of Administrative Action”; (hereafter
“SSA-NAFTA”); found at President of the United States, Message for the President of
the United States transmitting North American Free Trade Agreement, Texts of
Agreement, Implementing Bill, Statement of Administrative Action and Required
Supporting Statements, 103d Cong., 1st Sess., H. Doc. 103-159, Vol. 1, Nov. 4, 1993,
(GPO: Washington DC, 1993), (hereafter, H. Doc. 103-159).

58 North American Free Trade Agreement between the Government of the United
States of America, the Government of Canada and the Government of the United
Mexican States, vol. I, 1993 (hereafter NAFTA); found at H. Doc. 103-159.
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Trade in goods

The provisions covering trade in goods are contained in chapters 3 through
8. NAFTA’s principal rules governing trade in goods, which are foundin
chapter 3, require nondiscriminatory national treatment and trade between
NAFTA countries; a phaseout of tariffs on qualifying goods produced in North
America and traded between Canada, Mexico, and the United States; and the
elimination of a wide variety of nontariff barriers and trade distorting
measures.59 Chapter 4 establishes the rules of origin to identify the goods that
will be deemed to originate in the territories of the NAFTA parties and thus
eligible for the benefits of the agreement.60 Chapter 5 establishes procedures
for customs administrations in each NAFTA country to follow, ensuring that
uniform treatment of goods under NAFTA’s rules of origin and marking rules
will channel the benefits of lower tariffs to firms and individuals producing and
trading qualifying goods within North America.%1 In general, goods wholly
produced in the NAFTA region, meeting listed changes in tariff classification
and other criteria, or made in the region from originating materials qualify for
NAFTA benefits.

Chapter 6 establishes specific rules for trade in energy products and
petrochemicals. It also covers certain Mexican reservations (exceptions)
regarding NAFTA rules governing national treatment of investments in the
energy and petrochemicals sectors, and governing trade in services related to
these sectors.52 Chapter 7 addresses the agriculture sector and sets out separate
agricultural market access agreements between Mexico and the United States,
and between Mexico and Canada. When considered in combination with the
U.S-Canada FTA, these provisions largely create three separate bilateral
agreements on agriculture between the NAFTA governments, rather than one
trilateral agreement. Chapter 7 also deals with sanitary and phytosanitary (SPS)
measures that protect human, animal, and plant life and health from risks of
plant- and animal-borne pests and diseases, and from risks of additives and
contaminants in foods and feedstuffs. The NAFTA establishes general
requirements and procedures so that SPS measures do in fact protect against
the risk targeted and do not act as disguised trade barriers.63 Finally, chapter 8
sets out procedures and remedies available to domestic industries that have
sustained, or are threatened by, serious economic injury due to increased
imports. Special safeguard provisions apply elsewhere to agricultural and
textile products.84

59 SAA-NAFTA, p. 18; found at H. Doc. 103-159, p. 467.
60 Ibid., p. 43; at p. 492. See general note 12 to the HTS.
61 Ibid., p. 50; at p. 499.

62 |bid., p. 62; at p. 511.

63 Ibid., p. 67, at p. 516; and SAA, p. 88, at p. 537.

64 |bid., p. 109; at p. 558.
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Technical barriers to trade

Technical barriers to trade are covered by chapter 9, which establishes
several procedural requirements concerning standards-related measures. Such
measures include voluntary and mandatory product or service standards and the
procedures used to determine whether a particular product or service meets
these standards. This chapter establishes the requirements and procedures
intended to distinguish legitimate measures taken to protect a nation’s domestic
interests from those measures that are obstacles to trade.85

Government procurement

Government procurement obligations are contained in chapter 10, which
requires the three NAFTA countries to eliminate “Buy National” restrictions on
the majority of nondefense goods and services that are supplied by firms in
North America to the federal governments of member states.66

Investment and services

Chapters 11 through 16 on investment, services, and related matters set out
the investment obligations of member governments toward investors from other
NAFTA parties, provisions regarding cross-border trade in services and specific
services sectors such as telecommunications and financial services, as well as
provisions addressing competition policy and the entry of business persons
engaged in investment or services matters. In chapter 1, each government
agrees to four basic protections for investments made by persons from other
NAFTA countries. These obligations include: (1) nondiscriminatory treatment;
(2) freedom from performance requirements; (3) free transfer of funds related
to an investment; and (4) expropriation only in conformity with international
law. Chapter 11 also provides a mechanism for the settlement of disputes
between an investor and the state, patterned after the standard investor-state
dispute mechanism found in a U.S. bilateral investment treaty. This mechanism
permits an investor to submit a claim to binding arbitration under
internationally accepted rules.%7

Chapter 12 establishes the basic rules regulating trade in services, which
parallel those in the agreement regulating trade in goods. Each country retains
the right to set licensing standards for trade in services, provided the actions
are nondiscriminatory.6® Chapter 13 addresses measures affecting access to and
use of public telecommunications networks, as well as measures affecting the

65 Ibid., p. 120; at p. 569.
66 Ibid., p. 134; at p. 583.
67 Ibid., p. 140, at p. 589; and p. 145, at p. 594.
68 Ibid., p. 150; at p. 599.
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right of firms and individuals from member countries to provide such
services. It contains rules to protect firms that operate private communication
networks, or provide enhanced services or computer services over another
signatory’s basic telephone network.8® Chapter 14 sets down national
treatment rules governing how each NAFTA government must treat financial
institutions from other NAFTA parties operating in its territory. These rules
cover financial institutions owned by investors from other NAFTA countries,
investors who own or seek to own such institutions, and persons in other
NAFTA countries that provide financial services on a cross-border basis. The
rules apply to government measures in the financial sector at the federal,
state, and local level.”0

Chapter 15 on business conduct focuses on monopolies and state
enterprises and is designed to complement and support the market-opening
objectives of the agreement, particularly relating to the energy sector.”? Chapter
16 addresses the temporary entry of business persons that are citizens of other
NAFTA countries while preserving each country’s right to protect its domestic
labor force and carry out its own immigration policies.”2

Intellectual property rights

The section on intellectual property establishes comprehensive standards
for the protection and enforcement of intellectual property rights in the three
NAFTA countries. These rules require each government to apply the
substantive provisions of the world’s most important intellectual property
conventions, to include additional protections, and to enforce critical
procedures to safeguard these rights.”3

Institutional provisions

The section on institutional provisions sets rules to foster transparency in
administering the agreement, establishes several bodies to provide
administrative support, and establishes general and specific dispute settlement
procedures for antidumping and countervailing duty matters. Chapter 18
includes requirements regarding the publication, notification, and
administration of laws aimed at promoting the open and fair application of
measures covered by the agreement.”¥ Chapter 19 sets out procedures for
binational panel review of final antidumping and countervailing duty

69 Ibid., p. 160; at p. 609.
70 Ibid., p. 163; at p. 612.
L lpid., p. 173; at p. 622.
72 |bid., p. 174; at p. 624
73 Ibid., p. 184; at p. 633.
74 |bid., p. 193; at p. 642.
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determinations, and for notification and review of trade law amendments.”®
Chapter 20 sets out detailed procedures for government-to-government
dispute resolution under the NAFTA. This chapter also establishes a Free
Trade Commission, the central institution of the NAFTA comprising ministers
or similar officials designated by each country, and creates a NAFTA
Secretariat to provide support to the Commission.”®

Exceptions

Chapter 21 spells out general, national security, taxation,
balance-of-payments, disclosure of information, and cultural industries
exceptions to all or part of the agreement.”” In chapter 22, provisions are made
regarding the agreement’s annexes, amendments to the agreement, its entry into
force, accession to and withdrawal from the agreement, and the authentic text
of the agreement.”8

Impact of the agreement

The impact of the NAFTA on national income growth has proven difficult
to isolate from other factors, particularly as the agreement’s provisions are still
in transition. Since the NAFTA went into effect in 1994, total trade has
increased among Canada, Mexico, and the United States by approximately 128
percent, from $297 billion in 1994 to $676 billion in 2000, according to recent
estimates cited by the administration.”® The share of U.S. goods exported to
NAFTA partners has increased from 14 percent to 37 percent during this period
as ftrade restrictions previously limiting U.S. exports have decreased
significantly. Nearly all of the $406 billion in bilateral trade in goods between
Canada and the United States currently enters free of duty. When the
agreement is fully implemented, some estimates have suggested that U.S. GDP
could experience an increase between 0.1 percent and 0.5 percent, or roughly
$10 billion to $50 billion relative to the size of the U.S. economy in 2000.80

75 Ibid., p. 194; at p. 643.

76 Ibid., p. 208; at p. 657.

77 bid., p. 217; at p. 666.

8 NAFTA, p. 22-1; at p. 1292.

79 CEA, Economic Report of the President, 2002, pp. 279-280.

80 CEA, Economic Report of the President, 2002, pp. 279-280. The report does not
cite specific studies. Also, note that NAFTA has not yet been fully implemented. Results
reported in chapter 7 of the current study reflect implementation as of 2001.
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1994 Uruguay Round Agreements

Setting

In September 1986, the ministerial declaration in Punta del Este, Uruguay,
launched the eighth round of multilateral trade negotiations known as the
Uruguay Round. Although the major trading nations had sought to begin
another round of negotiations after the Tokyo Round Agreements entered into
force, these efforts failed in 1982 when many countries proved unwilling to
make fresh concessions to liberalize world trade at a time of world recession.
After fu%tlher efforts and several years of delay, these negotiations began slowly
in 1986.

U.S. trade agreement negotiating authority was also delayed until the
Congress passed the Omnibus Trade and Competitiveness Act of 1988, which
was signed into law August 23, 1988. Section 1102(a) (agreements regarding
tariff barriers) and section 1102(b) (agreements regarding nontariff barriers) of
the 1988 Trade Act authorized the President to enter into trade agreements
concerning tariff and nontariff barriers provided that the agreements made
progress toward meeting the trade negotiating objectives set out in section 1101
of the 1988 Trade Act.82 Trade agreement negotiating authority was granted
through May 31, 1993, and U.S. implementing legislation for resulting
agreements was subject to fast-track approval procedures. On July 2, 1993, the
Congress amended section 1102 authority to extend these approval procedures
from May 31, 1993 to April 16, 1994, to allow negotiators to conclude the
Uruguay Round negotiations. This extension was subject to the President
notifying the Congress of his intent to enter into an agreement at least 120 days
prior to signing such a trade agreement (that is, by December 15, 1993).

81 CEA, Economic Report of the President, 1986, p. 122.

82 Section 1101 (19 U.S.C. 2902) sets out 16 principal negotiating objectives that
involved (1) dispute settlement, (2) improvement of the GATT and multilateral trade
negotiation agreements, (3) transparency, (4) developing countries, (5) current account
surpluses, (6) trade and monetary coordination, (7) agriculture, (8) unfair trade practices,
(9) trade in services, (10) intellectual property, (11) foreign direct investment, (12)
safeguards, (13) specific barriers, (14) worker rights, (15) access to high technology, and
(16) border taxes. More broadly, section 1101 also elaborated 3 overall objectives,
charging U.S. negotiators to obtain (1) more open, equitable, and reciprocal market
access; (2) the reduction or elimination of barriers and other trade-distorting policies and
practices; and (3) a more effective system of international trading disciplines and
procedures.
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Review of the negotiations

In December 1988, negotiators held a mid-term review of progress in
Montreal, Canada, to take stock of the Uruguay Round negotiations to date.83
As disagreements over trade in agriculture played a lead role in the 1982
failure to launch new trade talks, so too did the same disagreements postpone
conclusion of the mid-term review until April 1989. Nonetheless, the review
did streamline the GATT dispute settlement procedures, institute the Trade
Policy Review Mechanism on a provisional basis, and even produced some
agreement concerning agricultural trade—specifically, the early implementation
of market access concessions on imports of tropical agricultural products
important to developing countries.

The Uruguay Round was scheduled to conclude in December 1990 in
Brussels, Belgium, but an impasse over how to reform trade in agriculture
deadlocked the ministerial conference.  Subsequently, the GATT
Director-General consulted with members about resuming negotiations until a
draft text containing the likely elements of a final agreement emerged in
December 1991. This draft Final Act became the basis for several more years
of discussion. In November 1992, the United States and the European Union
(EU) settled their differences concerning agriculture in the so-called Blair
House accord. In July 1993, the four major trading partners—Canada, EU,
Japan, and the United States—announced a market access agreement as part of
an effort to push for a conclusion to the Uruguay Round. On December 15,
1993, the Uruguay Round of negotiations was concluded for all issues. On
April 15, 1994, ministers met in Marrakesh, Morocco to sign the Uruguay
Round Agreements among 125 participating governments.

Overview of the agreement

Goods, services, and intellectual property

The Uruguay Round of multilateral trade negotiations took more than 7
years to conclude, but once finished, it surpassed all other rounds of trade and
tariff negotiations in the breadth of topics covered. While all previous rounds
had failed to cover trade in agriculture in any substantive manner, the Uruguay
Round Agreements included an Agreement on Agriculture that covered trade in
agricultural products on the same basis as trade in industrial products. Though
previous rounds applied only to trade in goods, the Uruguay Round
Agreements apply to trade in goods, trade in services, and trade-related aspects
of intellectual property rights, thus extending the multilateral trading rules to

83 This section is based largely on material provided by the WTO, “Trading into the
Future: the Introduction to the WTO,” April 1999, 2d edition; also available at Internet
address http://www.wto.org/english/thewto_e/whatis_e/tif_e/fact5_e.htm, retrieved on
Oct. 29, 2002.

34



cover the technological progress and globalization of production that has
been transforming economies since the Second World War.

Single integrated package of agreements

Negotiators of the Uruguay Round incorporated all the resulting
agreements together into a single package, so that a government accepting the
rights and obligations of any one agreement had to accept the rights and
obligations in all the multilateral agreements. This package included an
integrated dispute settlement system intended to apply to all the Uruguay
Round Agreements and member countries, something lacking under previous
multilateral trading rules. Finally, the negotiators in the Uruguay Round agreed
to institutionalize these rules by establishing an international organization-the
World Trade Organization—to administer the Uruguay Round Agreements in a
consistent manner.

WTO agreement and integral annexes

The Uruguay Round Agreements consist collectively of 22 agreements and
some 30 ministerial decisions and declarations. On April 15, 1994, ministers
signed in Marrakesh, Morocco, the “Final Act Embodying the Results of the
Uruguay Round of Multilateral Trade Negotiations,” a one-page document that
indicated that they would submit for ratification to their legislatures a second
document-the Marrakesh Protocol Establishing the World Trade Organization.
Ratification of the WTO Agreement means that a government accepts not only
the slim 12-page text of the WTO Agreement, but also the voluminous annexes
that are an integral part of the agreement. The annexes comprise Annex 1 [no
title], which contains three parts: Annex 1A-the Multilateral Agreements on
Trade in Goods; Annex 1B-the General Agreement on Trade in Services; and
Annex 1C-the Agreement on Trade-Related Aspects of Intellectual Property
Rights; Annex 2-the Dispute Settlement Understanding; Annex 3-the Trade
Policy Review Mechanism; and Annex 4-the Plurilateral Agreements.

Annex 1A covers the multilateral agreements on trade in goods, containing
a large number of separate agreements. These agreements cover agriculture,
sanitary and phytosanitary measures, textiles and clothing, technical standards,
investment measures, customs valuation, antidumping measures, preshipment
inspection, rules of origin, subsidies and countervailing measures, and
safeguards. Annex 1B contains the General Agreement on Trade in Services, or
GATS. The GATS is the first multilateral framework devised to address trade
in services, an increasingly important component of world trade and the world
economy. Annex 1C contains the Agreement on Trade-Related Aspects of
Intellectual Property Rights, also known as the “TRIPs Agreement,” the first
multilateral agreement to bring intellectual property rights into the GATT
framework of international trade disciplines. Annex 2 contains the
Understanding on Rules and Procedures Governing the Settlement of Disputes,
commonly known as the Dispute Settlement Understanding. The Dispute
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Settlement Understanding is an integral part of the package of Uruguay Round
Agreements and aims to provide a unified dispute settlement mechanism across
all the Uruguay Round Agreements overseen by the WTO, a unified approach
that was lacking under the previous GATT 1947 arrangement overseen by the
GATT Secretariat. Annex 3 contains the Trade Policy Review Mechanism, a
means by which member government trade policies can be examined to
highlight policies that support the multilateral trading system as well as those
that may not adhere to multilateral trade disciplines. Annex 4 covers several
separate plurilateral agreements, which are administered through the WTO
structure. Originally, in 1995, there were four plurilateral agreements: (1) the
Agreement on Trade in Civil Aircraft; (2) the Agreement on Government
Procurement; (3) the International Dairy Agreement; and (4) the International
Bovine Meat Agreement. However, in 1997 the two sectoral agreements on
bovine meat and dairy products were terminated, leaving only the Agreement
on Government Procurement and the Agreement on Trade in Civil Aircraft in
Annex 4 of the Uruguay Round Agreements.

In principle, a plurilateral agreement differs from a multilateral one in that
the specific signatories to a plurilateral agreement receive additional rights in
exchange for accepting additional obligations. Although all WTO members are
signatories to the multilateral agreements embodied in the Uruguay Round
Agreements and all members receive the same rights in exchange for accepting
the same obligations, only the signatories to the plurilateral agreements are
entitled to the rights provided by the additional rules found in the plurilateral
agreement in exchange for accepting additional obligations that complement
the multilateral WTO rules. Nonetheless, despite the separate nature of the
plurilateral agreements, they are administered under the framework of the
WTO institutionally in that the plurilateral disciplines extend or complement
multilateral WTO rules.

GATT 1947 vs. GATT 1994

Annex 1A also includes several legal instruments of importance-the
General Agreement on Tariffs and Trade 1994 (GATT 1994), and the
Marrakesh Protocol to the GATT 1994. The very first provision in Annex 1A
incorporates the provisions of the General Agreement on Tariffs and Trade
1947 (GATT 1947) and subsequently revises the interpretation of several
GATT articles, to form the GATT 1994. The GATT 1947 entered into force on
January 1, 1948, to reflect tariff negotiations held in 1947 and their attendant
multilateral rules on trade in goods. The GATT 1994 entered into force on
January 1, 1995, to reflect the Uruguay Round multilateral trade negotiations
held from 1986 to 1993. Although GATT 1947 and GATT 1994 contain
essentially the same provisions, they are nonetheless legally distinct from one
another under international law, and a country could sign only one of them.

Whereas the 1947-48 Havana Conference discussed an International Trade
Organization intended to administer the GATT 1947 trade rules governing the
1947 tariff negotiations, the International Trade Organization was never
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established. This lapse left the GATT 1947 to continue as a framework of trade
rules for nearly 50 years, but with no major supporting institution. In contrast,
the World Trade Organization was established specifically to administer the
GATT 1994, both entering into force on January 1, 1995.

Marrakesh Protocol of national schedules of commitments

Annex 1A also includes the Marrakesh Protocol to the GATT 1994, a
protocol that marks the legal and notional location within the framework of the
Uruguay Round Agreements where WTO Members affix their national
schedules of concessions and commitments as negotiated during the Uruguay
Round. If considered literally, this section comprises thousands of pages of
national schedules of concessions that are similar to national tariff schedules. It
should be noted that market access concessions made as part of the negotiation
of a multilateral agreement often do not appear explicitly under multilateral
agreements but instead exist only in national schedules of concessions and
commitments, e.g. the overall Uruguay Round multilateral commitment for
developed countries to reduce their agricultural export subsidies by 36 percent
over 6 years.

Impact of the agreement

Estimates of the impact of the Uruguay Round Agreements prove difficult
owing to their continuing implementation and the difficulty of disentangling
the agreements’ effects from current events. In 1994, the GATT Secretariat
released its overview of the results of the round.84 The report said that
estimates of the value increase in world income due to the liberalization of
trade in goods ranged from $109 billion to $510 billion by the end of the
agreements’ implementation period in 2005. Estimates of the volume increase
of world trade in goods ranged from 9 percent to 24 percent by 2005. Annual
income gains—based on the upper range assumption of $510 billion by
2005-were estimated to be roughly $122 billion for the United States, $164
billion for the EU, $27 billion for Japan, and $116 billion for the developing
countries and economies in transition8 as a single group.

For agricultural products, countries agreed to maintain current access, and
if current access was not at 3 percent of domestic consumption countries made
a minimum access commitment at 3 percent with a commitment to increase to
5 percent by the end of the implementation period. The United States agreed to
minimum market access commitments for, among others, 0.81 million tons of
wheat, 1.8 million tons of coarse grains, 1.1 million tons of rice, and 0.73
million tons of dairy products. The participants’ agreement to the tariffication
of all agricultural products means that virtually only tariff barriers should

84 GATT Secretariat, The Results of the Uruguay Round of multilateral trade
negotiations — Market access for goods and services: Overview of the results, November
1994 (Geneva: GATT, 1994).

85 This category comprises essentially the formerly centrally planned economies of
Central and Eastern Europe.
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remain in principle to distort trade in agriculture once all provisions are fully
implemented. Participants also agreed to bind essentially 100 percent of
agricultural tariffs, and to reduce those tariff by a weighted average of 36
percent, and not less than 15 percent for each tariff line. Bound tariff rates
provide traders and investors with substantially greater market security and,
as a consequence, can promote increased trade. Participants agreed to a 36
percent reduction in agricultural export subsidies, decreasing from $22.5
billion to $14.5 billion. Participants further agreed to a reduction in
agricultural domestic support subsidies of 18 percent, decreasing from $197
billion to $162 billion, in total.

For industrial products, the developed countries agreed to tariff reductions
that declined from an average of 6.3 percent ad valorem to 3.8 percent, roughly
a 40 percent reduction. The proportion of industrial products entering
developed country markets at a tariff rate of free (duty-free) is scheduled to
double from 20 percent to 44 percent by 2005. The percentage of bound tariff
rates rose from 78 percent to 99 percent for developed countries, from 21
percent to 73 percent for developing countries, and from 73 percent to 98
percent for transition economies. In the first multilateral negotiation of its kind,
the participants agreed to market access commitments regarding trade in
services. In addition, the Uruguay Round Agreements succeeded—through the
Agreement on Textiles and Clothing—in establishing a framework under which
international trade in textiles and clothing could be brought under GATT
disciplines in the multilateral trading system. The agreement’s 10-year phaseout
of quotas is scheduled to conclude on January 1, 2005, when all remaining
textile and clothing quotas are to be fully integrated into the GATT.
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CHAPTER 3:
Economic Changes in the United
States Since the Beginning of
the Tokyo Round

In 1974, the year Congress first granted the President fast-track negotiating
authority, the applied U.S. tariff rate on imported goods was 4.64 percent.! By
2001, the applied tariff rate had fallen to 1.59 percent.? Tariff reductions, other
U.S. trade policy changes, and reductions in foreign trade barriers—along with
other factors such as growing incomes and improved transportation and
communication technologies—increased the real value of U.S. trade in goods
and services3 from $0.5 trillion in 1974 to $2.5 trillion in 2001.* During that
time, trade has grown faster than overall U.S. economic activity. The ratio of
U.S. trade to GDP was 0.12 in 1974 and 0.28 in 2001.5

While growing international trade has undoubtedly affected the U.S.
economy, a number of other changes were probably just as significant. The past
three decades have seen substantial technological progress, deregulation of
several large service industries, sizable increases in workers’ average education
level, and substantial growth in both the capital stock and the size of the
population. The effects of these and other changes on the U.S. economy
complicate efforts to measure the economic impact of trade agreements.

The principal purpose of this study is to identify those economic outcomes
that can be credibly traced to trade policy changes. The key analytical
difficulty in any such exercise is distinguishing the effects of trade policy from
the effects of other sources of economic change. In the studies reviewed in

1 The World Bank Group, World Development Indicators, CD-ROM. The applied
tariff rate is calculated by dividing the value of import duties collected by the value of
total imports. This measure tends to understate the true size of average tariffs because
importers substitute away from high tariff goods. It is included here as an indicative
aggregate measure of the degree to which the U.S. has reduced its tariffs over time.

2 USITC calculations from U.S. Department of Commerce data.

3 Total U.S. trade is measured as the value of imports plus the value of exports.

4 USITC calculations from U.S. Department of Commerce (USDOC), Bureau of
Economic Analysis, “Survey of Current Business,” August 2002. Trade is measured in
constant 1996 dollars.

5 USITC calculations from USDOC, Bureau of Economic Analysis, “Survey of
Current Business,” August 2002.
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subsequent chapters, researchers take different approaches to identifying the
effects of trade and/or trade policy changes on the U.S. economy.
Conclusions about the economic effects of trade and trade policy changes
necessarily depend on the way in which a study controls for other sources of
economic change. Because changes not related to trade policy have been so
substantial, and because many of them have effects that look like the effects
of trade policy changes, this section undertakes a review of significant
changes in U.S. economic structure over the last three decades.

Particular attention is paid to those economic changes with a plausible link
to trade policy changes. Theories of international trade® suggest that a policy of
reducing trade barriers should have the following effects: 1) the share of U.S.
output produced by exporting industries should increase and the share of U.S.
output produced by import-competing industries should decrease, 2) average
real incomes should rise, as the shift toward exporting sectors increases the
value of U.S. output, and 3) the relative rate of return paid to factors of
production will shift in favor of those resources employed more intensively in
exporting industries and against those factors employed more intensively in
import-competing industries.” All of these changes occurred between 1974 and
2001. This chapter reviews the historical changes in the economic variables of
primary interest to trade policy makers, and identifies other changes in the U.S.
economy that might have also contributed to observed outcomes.

Structure of U.S. Economy

The United States has seen considerable changes in the composition of
output since the mid-1970s. At the broad level, production has shifted away
from manufacturing, mining and agriculture, and toward services. Table 3-1
shows real gross domestic product (measured in 1996 dollars) and the share of

6 The international trade models described here are those based on the concept of
comparative advantage - the Ricardian and Heckscher-Ohlin models. For a discussion
of these models, see for example, chapters 2 and 4 in Paul R. Krugman and Maurice
Obstfeld, International Economics: Theory and Policy, Sixth Edition, (Boston: Addison
Wesley, 2002).

7U.S. output is capital- and skill-intensive, relative to the rest of the world. In 1993,
the United States had an estimated 19.4 percent of the world’s skilled labor, 20.8 percent
of the physical capital, and 2.6 percent of the unskilled labor. See William Cline, Trade
and Income Distribution (Washington, D.C.: Institute for International Economics,1997),
p-183. Donald Davis and David Weinstein, “An Account of Global Factor Trade,”
American Economic Review, vol. 91, No. 5, December 2001, pp. 1423-1453 found that
U.S. production is more capital intensive than any other country in their sample. Given
that the U.S. economy uses unskilled labor less intensively than the rest of the world, the
Heckscher-Ohlin model (specifically, the Stolper-Samuelson theorem) of international
trade suggests that more open trade policies should lead to a relative decline in the return
to unskilled labor in the United States. The Heckscher-Ohlin model is reviewed in
greater detail in the chapter 4 discussion of the effect of trade on the distribution of
wages.
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Table 3-1
Gross domestic product by industry sector

1974 2001

Share of Share of

Value total Value total

Million Percent Million Percent

dollars’ dollars?

Agriculture? . . . .. 145,369 3.5 128,541 1.4

Mining ......... 101,411 2.5 127,070 1.4

Manufacturing .. 920,612 225 1,300,484 141

Services3 ...... 2,290,841 55.9 6,594,216 71.6

Government . ... 613,465 15.0 1,171,017 12.7
Statjstical

discrepancy .. 27,182 0.6 (107,156) -1.2

Total ....... 4,098,880 100.0 9,214,176 100.0

1 Chain-weighted 1996 dollars, deflated with real GDP deflator calculated
from Bureau of Economic Analysis data.

2 Includes Agriculture, Forestry and Fishing sectors.

3 Includes Construction, Transportation and Communications, Wholesale
Trade, Retail Trade, Finance, Insurance and Real Estate, and Services
sectors.

Source: Bureau of Economic Analysis and staff calculations.

the total in each of the four aggregate sectors for 1974 and 2001. Every
sector but agriculture has grown in absolute size. Only the services sector has
increased its share of total U.S. GDP.

The most significant change in table 3-1 is the relative increase in services’
share of output and the relative decrease in the manufacturing share of output.
In discussions of trade policy, it is often asserted that trade policy changes are
responsible for the relative decline of the manufacturing sector. Since the
United States is a net exporter of services and a net importer of manufactured
goods, standard trade models would suggest that reductions in trade barriers
would lead to some shift of U.S. production toward services and away from
manufacturing. However, it is not clear that trade policy changes were large
enough to cause a significant shift of resources from manufacturing to the

8 See, for example, Robert E. Scott, “Fast Track to Lost Jobs: Trade Deficits and
Manufacturing Decline are the Legacy of NAFTA and the WTO,” Economic Policy
Institute Briefing Paper, downloaded from
http://www.epinet.org/briefingpapers/118/bp118.pdf on March 18, 2003.
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service sector. A number of other significant changes have occurred that
might also have contributed to the shift of U.S. output toward services,
including increased relative preferences for services by households and firms,
rapid productivity growth in manufacturing, and the deregulation of several
large services industries.

There is considerable evidence that consumers allocate a larger share of
income toward services as their incomes rise. In an earlier assessment of
cross-country demand patterns, the Commission found that the share of
national income devoted to consumption of services increases with a country’s
per capita income.? The Commission also found that, for countries with a high
per capita GDP, the share of national income devoted to consumption of
manufactured goods falls as income increases. Since the United States has a
relatively high per capita GDP, this analysis suggests that growth in U.S. per
capita GDP since 1974 should have increased services’ share of household
demand, and decreased the manufacturing share of household demand.10

Much as the Commission’s earlier analysis suggested, economic growth in
the United States has coincided with an increase in the consumption share of
services and a decrease in the consumption share of manufactured goods. U.S.
per capita GDP increased substantially over the period, from $19,163 in 1974
to $32,352 in 2001.1' During that time, services’ share of personal
consumption expenditures went from 45.5 percent to 58.8 percent.12
Meanwhile, manufactured goods’ share of consumption expenditures fell from
28.0 percent to 24.4 percent.l3 One significant reason that U.S. production has

9 USITC, The Dynamic Effects of Trade Liberalization: An Empirical Analysis,
Publication 3069, October 1997, Washington, DC.

10 For further evidence on the cross country relationship between services and
average income, see table 4.2, World Development Indicators 1999, World Bank,
Washington, DC, p.194. This evidence shows the share of services in production. The
share of services in consumption is highly correlated with the share of services in
production.

11 Measured in constant 1996 dollars. Data are from table 8-7 of USDOC, Bureau of
Economic Analysis,“National Income and Product Accounts”; downloaded from
http://www.bea.doc.gov/bea/dn/nipaweb/ on March 15, 2003.

12 Commission calculations based on table 1-1 of USDOC, Bureau of Economic
Analysis, “National Income and Product Accounts”; downloaded from
http://www.bea.doc.gov/bea/dn/nipaweb on March 21, 2003.

13 Commission calculations based on table 2-2 of USDOC, Bureau of Economic
Analysis, “National Income and Product Accounts”; downloaded from
http://www.bea.doc.gov/bea/dn/nipaweb on March 21, 2003. Reported shares are
calculated from personal expenditures on durable goods plus non-durable goods, except
food and energy. The National Income and Product Accounts do not isolate
manufacturing activity in the food and energy sectors. Food processing and energy
refining activities are grouped with agriculture and mining sectors, respectively. The
figures here exclude food and energy sectors to avoid including non-manufacturing
activities in the measures.

42



shifted toward services is that households have shifted their consumption
patterns toward services over time.

Firms have also shifted demand toward services over time. In 1977, 40.7
percent of economywide expenditures on intermediates went to services; in
1999, 57.9 percent of intermediate input expenditures went to services.!4 Some
part of the increased industrial demand for services can be attributed to the
overall change in output—a growing services sector demands more services.!>
Even the manufacturing sector has become more dependent on service inputs
over time.!® Some part of this shift can be attributed to domestic outsourcing
and related changes in industry employment practices. For example, workers
employed by a temporary service have their employment and value added
attributed to the service sector, even if their work involves manufacturing
activities.!” Management consulting activities are also attributed to the services
sector; these activities would be counted in manufacturing if a manufacturing
firm employed the consultants directly.

A second source of significant structural change has been the sizable
change in the oversight of service sectors. Many large service sectors,
including banking, transportation, communications, and energy services,
experienced significant deregulation during this period. Historical assessments
suggest that liberalized sectors experienced price declines of between 25 and

14 Commission calculations based on the 1999 U.S. input-output table from
USDOC, Bureau of Economic Analysis; data downloaded from
http://www.bea.gov/bea/industry/iotables/prod/table_list.cfim?anon=65#Tables on March
24, 2003. The 1977 data obtained from Bureau of Economic Analysis staff interviews.

15 A total of 74.2 percent of service industries’ expenditure on intermediates goes to
other service industries, and 32 percent of manufacturing expenditures on intermediates
is spent on services. USITC calculations are based on the USDOC, Bureau of Economic
Analysis’ 1999 U.S. input-output table. Data are available at
http://www.bea.gov/bea/industry/iotables/prod/table_list.cfm?anon=65; downloaded
March 21, 2003.

16 In 1977, 22.8 percent of manufacturers’ intermediate expenditures were allocated
to services. In 1999, 32 percent of manufacturers intermediate expenditures were on
services. USITC calculations are based on the USDOC, Bureau of Economic Analysis’
input-output tables available at
http://www.bea.gov/bea/industry/iotables/prod/table_list.cfm?anon=65; downloaded
March 21, 2003.

17 Segal and Sullivan estimate that employees of temporary services firms account
for 4.5 percent of all manufacturing employment. See Lewis M. Segal and Daniel G
Sullivan, 1997, “The Growth of Temporary Services Work,” Journal of Economic
Perspectives vol. 11, 2, p 122.
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75 percent.!8 Given the service sector’s relatively small exposure to trade,!®
domestic deregulation probably had a more significant impact on the
historical experience of the service sector. Since service sectors account for
such a large share of output, the economywide impact of service sector
deregulation was likely larger than the impact of the five trade agreements.20

Perhaps the most significant change in the manufacturing sector during this
period has been the rapid increase in manufacturing productivity.2! Figure 3-1
shows productivity indices for the manufacturing sector and for the total
business sector, which includes manufacturing as well as all other private
sector output, particularly services. Output per hour in the manufacturing sector
increased 132 percent between 1974 and 2001. The broader business sector saw
output per hour rise by only 69 percent over the same period. Manufacturing
productivity increases have allowed total manufacturing output and value added
to increase, even as manufacturing employment has fallen. Table 3-2 reports
employment shares by industry for 1974 and 2001.

There have also been significant changes in the composition of output
within the broad sectors just described. Table 3-3 reports changes in value
added by manufacturing sector since 1977.22 A sector’s value added is its

18 Clifford Winston, “U.S. Industry Adjustment to Economic Deregulation,” Journal
of Economic Perspectives, vol. 12, No. 3, Summer 1998, p.98. Significant price declines
in the service sector would only increase the share of services expenditure if consumer
demand for services is elastic. That is, if a 1 percent price decline induces consumers to
increase their consumption of services by more than one percent, price declines
associated with deregulation would increase the share of services in consumers’ budgets.

19 Tn 2001, services accounted for 71.6 percent of output, 27.6 percent of exports
and 14.9 percent of imports.

20 Winston (1998) cites conservative estimates of the net benefits from the
deregulation of inter-city transportation, such as airlines, railroads and motor carriers,
which indicate deregulation of these sectors produced net benefits of $50 billion in 1996
dollars. The estimate in chapter 7 attributes a welfare gain of $56 billion to the five trade
agreements. Since services deregulation also included sizable sectors not included in
Winston’s estimate (i.e. telecommunications, banking, natural gas and electricity), the
impact of services deregulation was almost certainly larger than the impact of the five
agreements.

21 There is some evidence that increased trade, particularly increased imports,
contributed to the growth in U.S. manufacturing productivity. This evidence is reviewed
in chapter 4. Technological changes, increased capital intensity and increased skill levels
of U.S. workers may also have played a role. The relative importance of various sources
of productivity growth is considered in further detail later in this chapter.

22 Data were not available for years prior to 1977. The Standard Industrial
Classification (SIC) data system was revised in 1987, so it is difficult to summarize some
of the industry experiences over the entire period.
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Figure 3-1
Output per hour in manufacturing and business sectors, 1974-2002
(1974=100)
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Source: Bureau of Labor Statistics and USITC calculations.

Table 3-2

Employment by industry sector
1974 2001
Share of Share of
FTE! total FTE! total

Thousands Percent Thousands

Agriculture? . . . .. 1,458 1.9 2,085 1.7
Mining ......... 685 0.9 556 04
Manufacturing .. 19,538 25.3 17,319 13.9
Services3 ...... 40,324 52.2 85,464 68.4
Government .... 15,158 19.6 19,445 15.6
Total ....... 77,163 100.0 124,959 100.0

T Full time equivalent workers.
2 Includes agriculture, forestry and fishing sectors.

3 Includes construction, transportation and communications, wholesale
trade, retail trade, finance, insurance and real estate, and service sectors.

Source: Bureau of Economic Analysis and staff calculations.
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Table 3-3
Changes in value added! by manufacturing sector, 1977-2000

1977-87 1987-2000 1977-2000

Percent
Gross domestic product .................. 35.5 50.9
Manufacturing .............. ... ... . 33.0 52.4
Durablegoods ........................ 32.1 91.1
Machinery, except electrical .......... 84.6 221.4
Furniture and fixtures ................ 33.0 26.9
Miscellaneous manufacturing industries 17.0 40.7
Fabricated metal products ............ 17.1 28.8
Lumber and wood products ........... 42.2 -12.7
Motor vehicles and equipment ........ -12.8 36.5
Primary metal industries .............. -27.9 35.2
Stone, clay, and glass products . ...... -5.0 49.2
Electric and electronic equipment . ... .. @) 507.3
Other transportation equipment ....... 50.6 -27.6
Instruments and related products . .. ... @) -20.6
Nondurable goods ..................... 34.3 12.1
Rubber and miscellaneous plastics
products .............. ... ... 67.4 101.8
Chemicals and allied products ........ 33.8 51.6
Petroleum and coal products .......... 127.6 -12.2
Food and kindred products ........... 49.3 13.4
Textile mill products ................. 23.9 9.3
Paper and allied products ............ 20.5 -2.7
Printing and publishing ............... 25.1 -16.4
Apparel and other textile products ... .. 20.8 -14.7
Leather and leather products ......... -21.6 -24.2
Tobacco products ................... -56.3 -72.5

104.4
102.7

151.9
501.4
68.8
64.6
51.0
25.8
19.0
2.5
Q)

Q)
Q)
®
51.0

253.1
102.9
99.8
69.4
35.4
16.7
4.6
3.0
-40.5
-88.0

1 Value added is a measure of industry size. A sector’s value added is its
contribution to GDP.

2 Due to the change in SIC classification in 1987, data for this period are not

available.
Source: Bureau of Economic Analysis.
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contribution to GDP.23 Growth in manufacturing value added has been most
rapid in machinery, electronic equipment, and rubber and plastic products.
Total value added in primary metal industries, tobacco products, and leather
products has fallen. As with the broader sectoral classifications discussed
above, there are a number of reasons why sectors might grow at differing
rates, including changes in relative demands, technical change, and changes
in trade patterns. Specific industry experiences are discussed in greater detail
in chapter 5.

Cross-industry Reallocation and Frictional
Unemployment

Changes in the composition of output may require productive resources to
move from the sectors in relative decline to the sectors that are experiencing
relative growth. The reallocation of resources across sectors can produce
unemployment of inputs in the short- to medium-term.24 For example, workers
displaced from a shrinking sector may not have the appropriate skills to find
jobs in growing sectors. Even if their skills are appropriate for work in growing
sectors, workers leaving shrinking sectors may require some time to identify
other jobs for which they are qualified.2> Unemployment associated with the
movement of resources between sectors is called “frictional” unemployment.26

Unemployment may also arise because macroeconomic fluctuations lead
firms to require less labor during recessions or periods of slower economic
growth. Fluctuations in the macroeconomy cause changes in the level of
cyclical unemployment. When GDP is growing rapidly, cyclical unemployment
falls. When GDP is falling (or growing slowly) cyclical unemployment rises.

23 Sector value added is the difference between a sector’s sales and its cost of
materials. As the portion of revenues not allocated to materials, sector value added
represents income earned by one or more factors of production.

24 Many international trade models abstract from frictional unemployment
associated with the movement of resources between sectors. For a theoretical perspective
on trade, the movement of labor between sectors, and frictional unemployment, see Carl
Davidson and Steven J. Matusz, 2000, “Globalization and Labour-Market Adjustment:
How Fast and at What Cost?” Oxford Review of Economic Policy, vol. 16, No. 3, pp
42-56.

25 Some discussions of unemployment distinguish structural unemployment (the
unemployed worker’s skills are not appropriate for any available job) and frictional
unemployment (the unemployed worker’s skills are appropriate for a job that exists, the
worker has simply not found that job yet). For the purposes of this discussion frictional
unemployment is intended to include both types of unemployment.

26 The phenomenon is not constrained to labor adjustment. Changes in the

composition of output may also lead sector-specific capital to go unused.
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This section documents fluctuations in the unemployment rate since 1974,
and provides some context as to the relative importance of frictional and
cyclical causes for fluctuations in the unemployment rate.

Figure 3-2 shows the U.S. civilian unemployment rate and changes in the
real gross domestic product from 1974 to 2002, overlaid with the
implementation dates of the five agreements of interest. Fluctuations in the
measured unemployment rate appear to be driven by cyclical changes in GDP
because increases in the unemployment rate generally coincide with recessions,
and reductions in unemployment coincide with sustained economic growth.

Figure 3-2
U.S. Civilian Unemployment rate, changes in real GDP and
implementation dates of significant U.S. trade agreements,
1974-2001
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Source: Bureau of Labor Statistics, Bureau of Economic Analysis, USITC
calculations.
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Statements linking employment levels with the trade balance emerge
frequently in public policy debate.2” However, a historical review of U.S. trade
deficit and unemployment figures suggests that periods of increased trade
deficits have been associated with low unemployment, and vice versa. Like the
unemployment rate, changes in the trade balance are primarily driven by
changes in macroeconomic circumstances. Periods of strong economic growth
fuel increasing demand for all goods, including imported products, increasing
the demand for labor and reducing unemployment.?8 Figure 3-3 shows that
cyclical increases in the trade deficit are typically associated with decreases in
the unemployment rate.

Post-employment Experiences of Displaced Workers

While there do not appear to have been structural changes in the
unemployment rate over the period, one topic of interest to policy makers is
the experience of workers who are displaced as a result of economic change. A
growing body of research explores information contained in the Displaced
Worker Survey, which reports the characteristics and experiences of workers
whose job losses are due to a plant closing, an employer going out of business,
or a layoff from which he/she was not recalled.?’ These figures count the
number of workers who lost their jobs in a particular manner. They are not a
measure of economywide employment. The primary reason for collecting

27 See, for example, Robert E. Scott, “NAFTA’s Hidden Costs,” in NAFTA at Seven
(Washington, DC: Economic Policy Institute, 2001), p. 3, and Gary C. Hufbauer and
Jeffrey J. Schott, NAFTA: An Assessment (Washington, D.C.: Institute for International
Economics, 1993), p.14. Scott argues that an increase in the U.S. bilateral trade deficits
with Canada and Mexico of $46.2 billion induced 766,030 actual and potential lost jobs.
Hufbauer and Schott use a similar methodology in a forward-looking evaluation of
NAFTA. They assume that NAFTA would reduce the trade deficit, and attribute 170,000
new jobs to NAFTA. Trade-deficit-driven “job-counting” exercises do not take into
account the ability of trade policy changes to affect the relative price of inputs, nor do
they consider behavioral responses to relative price change.

28 The trade deficit has grown over time, from 0.3 percent of GDP in 1974 to 3.6
percent of GDP in 2001. International economists attribute growth in the trade deficit to
increased U.S. borrowing on international financial markets. Because U.S. national
savings have not kept pace with the borrowing requirements of U.S. households, firms
and governments, the United States has become a net borrower from the rest of the
world. An accounting identity equates the current account deficit (a broad measure of the
trade deficit) and the capital account surplus. In order to be a net borrower of
international assets, the U.S. must have a current account deficit. See Krugman and
Obstfeld, 2000, pp. 300-322.

29 The Displaced Worker Survey is a supplement to the Current Population Survey
collected by the U.S. Census Bureau on behalf of the Bureau of Labor Statistics. The
data are available at http://www.bls.census.gov/cps/dispwkr/sdata.htm.
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Figure 3-3
U.S. unemployment rate and trade deficit
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Source: Bureau of Labor Statistics, Bureau of Economic Analysis, and U.S.
Census Bureau - Foreign Trade Division.

such data is to better understand the experiences of those “individuals with
established work histories, involuntarily separated from their jobs by mass
layoff or plant closure (rather than because of individual job performance),
who have little chance of being recalled to jobs with their old employer.
Kletzer estimates that, by this definition, approximately 17 million workers
were displaced from a manufacturing job during the period 1979 to 1999.3!

30 Lori G. Kletzer, “Job Displacement,” Journal of Economic Perspectives, vol. 12,
No. 1, Winter 1998, p 116.
31 Lori G. Kletzer, Job Loss from Imports: Measuring the Costs, (Washington, D.C.:
Institute for International Economics, September 2001).
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Assessments of Displaced Worker Survey data suggest that displacements
are strongly cyclical, with job loss rates rising in recessions and falling in
expansions.32 Displaced workers report longer periods of unemployment than
workers who are laid off from jobs in which they expect to be reemployed.33
Farber finds that over the period 1981-1995, post-displacement earnings were
13 percent lower than pre-displacement earnings. Earnings losses were not
uniform across all displaced workers— approximately one-third of displaced
workers report earnings losses of 25 percent or more, whereas 30 to 40 percent
report earning more in their post-displacement job than on their
pre-displacement job.34 A study of tax returns from Pennsylvania found that 4
years after displacement, displaced workers earned $2000 per quarter less than
equivalent workers that were not displaced.3> Kletzer cautions that data from
Pennsylvania, a traditional industrial state, may not be representative.3°

A significant reason for earnings losses is the inability of displaced workers
to find full-time employment.37 The evidence also suggests that the probability
of unemployment is associated with various characteristics of displaced
workers. Farber finds that those without a college degree, women, and
minorities are at a disadvantage in finding subsequent employment.38 Kletzer
cites a number of papers that find that “the post-displacement earnings of those
who change industry are lower than the earnings of comparable individuals
who stay in the same industry.”3® Chapter 4 presents evidence that the
post-displacement experiences of workers displaced from sectors with large
import shares are reasonably similar to the experiences of other workers
displaced from manufacturing overall.

Economic Growth and Productivity

The U.S. economy has experienced substantial growth since 1974. In that
year, real GDP was $4.1 trillion; by 2001 it was $9.2 trillion.# This change

32 Kletzer, 1998, p. 117.
33 Ibid., p. 121.
34 Henry S. Farber, 1997, “The Changing Face of Job Loss in the United States,”

Industrial Relations Section Working Paper 382, Princeton University, cited in Kletzer,
1998, p. 123.

35 Louis S. Jacobson, Robert J. LaLonde, and Daniel G. Sullivan, The Costs of
Worker Dislocation (Kalamazoo, MI: W.E. Upjohn Institute for Employment Research,
1993), pp. 124-126, cited in Kletzer, 1998.

36 Kletzer, 1998, p. 126.

37 Ibid., p. 124.

38 Farber 1997, cited in Kletzer 1998, p.123.
39 Kletzer, 1998, p. 129.

40 Measured in 1996 chain-weighted dollars. USDOC, Bureau of Economic
Analysis, “Survey of Current Business,” August 2002.
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represents a 3 percent average annual growth rate over the period.*! The
simplest models of economic growth suggest a number of reasons for growth
in real GDP since 1974.42 Population growth and higher work force
participation rates have produced a much larger labor supply and growing
employment. The American labor supply also has become more productive
because current workers are better educated than workers in the 1970s.
Another source of economic growth and increased labor productivity has
been substantial growth in the capital stock. Finally, there is evidence that
inputs are being combined more efficiently than they were in the past, as
measures of total factor productivity have also risen. Each of these sources of
growth is discussed in more detail in the next section.

Growth in Factor Inputs

One important reason U.S. GDP has risen since 1974 has been the
substantial growth in the supply of labor.*3 In 1974, total nonfarm employment
in the United States was 78.3 million; by 2001, it had reached 131.9 million, a
68 percent increase.** One reason for labor force growth has been growth in
the U.S. population, from 213.8 million* in 1974 to 277.8 million*® in 2001, a
30 percent increase.*’” The labor supply is also larger because labor force
participation rates have grown, from 61.3 percent in January 1974 to 66.8
percent in December 2001.#8 Female labor force participation rates have grown
even faster, from 45.1 to 60.0 percent over the same period.*”

41 Commission calculations.

42 For an introduction to models of economic growth, see Robert Barro and Xavier
Sala-i-Martin, Economic Growth (New York: McGraw-Hill Inc., 1995). The sources of
growth identified in this paragraph are consistent with the model proposed in N. Gregory
Mankiw, David Romer and David N. Weil, “A Contribution to the Empirics of Economic
Growth,” Quarterly Journal of Economics, vol. 107, No. 2 May, pp. 407-437.

43 Discussions of macroeconomic fluctuations often attribute growth in employment
to growing GDP. Since this discussion focuses on sources of long run growth in GDP, it
treats GDP growth as an outcome of a growing labor supply. This treatment is consistent
with the literature on long-run economic growth.

44 U.S. Bureau of labor statistics. Found at internet address
http://data.bls.gov/cgi-bin/surveymost ?ee, retrieved Jan. 16, 2003.

45 U.S. Census Bureau. Found at Internet address
http://eire.census.gov/popest/archives/prel980/popclockest.txt, retrieved Jan. 16, 2003

46 U.S. Census Bureau projection. Found at internet address
http://www.census.gov/population/projections/nation/summary/np-t1.pdf.

Retrieved Jan. 16, 2003.

47 Commission calculation.

48 Civilian labor force participation rate, U.S. Department of Labor (USDOL),
Bureau of Labor Statistics. Found at Internet address http://www.bls.gov/cps/home.htm,
retrieved Jan. 16, 2003.

49 Tbid.
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A second source of GDP growth has been growth in the stock of
capital-the machinery, equipment, factories, infrastructure, and other
investment goods that make future production possible. In 2001, the total value
of private fixed assets (measured in current dollars) was $22.1 trillion, a 109
percent increase in real terms from 19740 The capital stock is the
accumulated value of past investment, net of depreciation. Gross private
domestic investment as a share of GDP has risen over the period, from 13.7
percent in 1974 to 17.1 percent in 2001.71

Productivity Measures and Changes in
Productivity

While increases in labor supply and the capital stock have been important,
another component of economic growth has been improvements in the overall
efficiency of U.S. production. In the discussion of sectoral experiences, it was
noted that output per hour had increased over the period, especially in the
manufacturing sector. The “output per hour”’measure, also known as “labor
productivity,” is the most straightforward measure of productivity growth.
However, as the broadest measure of productivity, the labor productivity
measure commingles several sources of productivity growth.

Labor productivity in the private business sector increased by 69 percent
between 1974 and 2001, while labor productivity in the narrower
manufacturing sector increased by 132 percent. While labor productivity is the
broadest and most easily understood measure of productivity, it does not
differentiate between various sources of productivity growth. Growth in labor
productivity only indicates that output is growing faster than employment.

A significant contributor to labor productivity growth has been growth in
the capital intensity of production. As noted, the capital stock grew by 109
percent between 1974 and 2001, while employment grew by 69 percent. These
differential rates of growth imply that the amount of capital per worker (the
capital intensity of production) has increased.

For many purposes, economists wish to distinguish between increased
capital intensity and other sources of productivity change. The primary measure
of productivity used in the studies reviewed next is total-factor productivity

50" Measured by chain-weighted quantity index (1996=100) of net fixed assets in the
United States. Figures are net of depreciation, meaning that the capital stock does not
include machinery or equipment that has outlived its own productive life ( worn out).
USDOC, Bureau of Economic Analysis, “National Incomes and Product Accounts,”
tables 2.1 and 2.2, found at Internet address
http://www.bea.gov/bea/dn/faweb/AlIFATables.asp, retrieved Jan. 16, 2003.

51 Commission calculations based on data from USDOC, Bureau of Economic
Analysis, “National Incomes and Product Accounts, found at internet address
http://www.bea.gov/bea/dn/nipaweb/index.asp, retrieved Jan. 16, 2003.
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(TFP), which measures those changes in U.S. output that cannot be explained
by growth in the labor supply and capital stock.’? TFP is a residual measure,
with some portion of real GDP growth attributed to growth in the capital
stock and the labor supply; and the remaining growth attributed to TFP.
Increases in TFP can be attributed to technological change, education,
efficiency improvements, returns to scale, reallocation of resources, and other
factors. Increases in TFP may have been influenced by growing international
trade.

TFP has been an important source of economic growth in the past few
decades. The U.S. Department of Labor’s Bureau of Labor Statistics
calculations indicate that TFP in the private business sector rose by 24.5
percent between 1974 and 2000.53 This calculation suggests that even had the
size of the labor force and capital stock remained constant, private business
sector output would have risen by 24.5 percent simply because existing capital
and labor are now combined more efficiently than they were in 1974. TFP has
grown even faster in the manufacturing sector—a 35.7 percent increase from
1974 to 2000.54

One important component of TFP is human capital, the set of knowledge,
skills, and experience embodied in the labor force. Education statistics are
thought to be an indicative measure of the economywide stock of human
capital. The U.S. labor force is better educated than it was in 1974. At that
time, 61.2 percent of Americans over the age of 25 had completed 4 years of
high school, and 13.3 percent had completed 4 years of college. By 2000, the
number of Americans over 25 years of age who completed 4 years of high
school had risen to 84.1 and those that had completed 4 years of college rose to

52 For more on TFP, also known as multifactor productivity, see USDOL, Bureau of
Labor Statistics,. “Why is Multi-factor productivity important?” Found at Internet
address http://wwwbls.gov, retrieved Oct. 16, 2002.

53 Commission calculations based on data from USDOL, Bureau of Labor Statistics.
Data available at Attp://www.bls.gov/news.release/prod3.t01.htm, retrieved Jan. 16, 2003.

54 Commission calculations based on data from USDOL, Bureau of Labor Statistics.
Data available at http://www.bls.gov/news.release/prod5.t01.htm, retrieved Jan. 16, 2003.
Measures of manufacturing productivity also account for changes in the prices of
materials and energy, since these are significant inputs into manufacturing activities. For
a detailed explanation of methods used to measure productivity in manufacturing, see
William Gullickson, “Measurement of productivity growth in manufacturing,” Monthly
Labor Review, July 1995, available at http://www.bls.gov/opub/mlr/1995/07/art2full.pdf.
One reason such adjustments are necessary for the years 1974-2001 is the fall in the real
price of energy. Refiners’ crude oil acquisition costs (measured in 1996 dollars) were
$24.77 per barrel of oil in 1974. By 2001, they had fallen to $20.77 per barrel. See U.S.
Energy Information Administration data available at
http:/[/www.eia.doe.gov/emeu/aer/pdfipages/sec5-201.pdf.
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25.6 percent.>> These figures suggest a substantial increase since 1974 in the
human capital embodied in the U.S. work force.®

Some measures of TFP growth separate the effects of changes in human
capital from other sources of TFP growth. Table 3-4 provides Bureau of Labor
Statistics estimates of labor productivity growth for various time periods
relevant to this study. Labor productivity grew most quickly in the 1995 to
2000 period, at a 2.7 percent annual rate. Growth in labor productivity is
decomposed into three parts—increased capital intensity, changes in labor
composition (including human capital), and total factor productivity.

Table 3-4
Contributions of labor, capital, and productivity to U.S. private
non-farm business output per hour

(Percent average annual growth rates)

1973- 1979- 1990- 1995-
1979 1990 1995 2000

Output per hour of all persons ... . . .. 1.3 1.6 1.5 2.7
Contribution of capital intensity . .. 0.7 0.8 0.5 1.1
Contribution of labor

composition ................. 0 0.3 0.4 0.3
Total factor productivity .. ... 0.6 0.5 0.6 1.4

Source: “Multifactor Productivity Trends, 2000,” Bureau of Labor Statistics.

Possible Sources of Output and Productivity
Growth

The literature review in chapter 4 considers two types of interactions
between trade and technological change. Studies of the relationship between
increased trade and increasing wage inequality usually note that certain kinds
of productivity growth have economic effects similar to those of increased

55 U.S. Census Bureau. Found at Internet address
http://www.census.gov/population/socdemo/education/tableA-2.txt, retrieved Jan. 16,
2003.

56 Another potential contributor to human capital is the work experience of the labor
force. In recent years, as the baby boom generation has aged, the measured experience of
the U.S. work force has increased considerably. See “Changes in the Composition of
Labor for BLS Multifactor Productivity Measures, 1999,” USDOL, Bureau of Labor
Statistics, found at Internet address http://www.bls.gov/imfp/mprlabor.pdf, downloaded
March 24, 2003.
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trade.5” Other studies explore the possibility that more open trade contributes
to faster productivity growth. If increased international trade contributes to
productivity growth, some of the effects of technological change can be
attributed to trade and trade policy. This chapter explores sources of
productivity growth that are not directly associated with trade.

A growing body of literature considers the effects of technical innovation
in information technology sectors®® during a time period that roughly coincides
with years in which the trade agreements of interest were enacted. Recent
research has paid special attention to the role of information technology as a
source of productivity growth. There is some disagreement about the degree to
which information technology has had broad economywide effects on
productivity. Some authors attribute significant economywide changes in
measures of productivity to information technology.”® Others argue that the
productivity-enhancing effects of information technology have largely been
limited to durable goods manufacturing sectors.®0 Evidence of substantial
technological change suggests that it is a significant source of economic
change, particularly in manufacturing, and warrants discussion as a plausible
alternative to trade growth in explaining various economic outcomes.

Changes in the Distribution of Wages
Across Measures of Skill

One topic of concern to trade policy makers and empirical economists has
been the growing gap between the wages paid to skilled and unskilled labor.
Economic research reviewed in chapter 4 suggests that growing international
trade has contributed to growth in the skilled wage premium, though other
factors like technological change appear to be more important. There are a
number of measurement issues that complicate efforts to determine the effects
of trade and other causes on the skilled wage premium. This section reviews
the relevant measurement issues, describes the historical experience of the
wage distribution since the mid-1970s, and reviews those sources of economic
change that might have contributed to a growing skill-premium.

57 Technological progress that increases the productivity of one input relative to
another can either magnify or offset the impact of trade on the returns to the owners of
each input. In the following discussion, skill-augmenting technological change is the
most relevant kind of productivity growth. One example of skill augmenting
technological change is the introduction of new technologies that increase the

58 Authors sometimes differ in the sectors considered to be information technology
sectors. productivity of skilled workers more than they increase the productivity of
unskilled workers.

59 Dale Jorgenson, “Information Technology and the U.S. Economy,” American
Economic Review, vol. 91, No. 1, 2001, pp. 1-32. Jorgenson defines information
technology as computers, communications equipment and software.

60 Robert J. Gordon, “Does the New Economy Measure Up to the Great Inventions
of the Past?” Journal of Economic Perspectives, vol. 14, No. 4, 2000, pp 49-74.
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Measuring the Premium Paid to Skilled Labor

A number of measurement issues complicate efforts to understand changes
in the level and distribution of labor compensation over time. Rising health
insurance costs and the introduction and growth of other nonwage benefits
make wage data imperfect indicators of changes in total labor compensation.
Relative price changes, increased quality and the introduction of new goods
complicate efforts to adjust wage growth for changes in inflation. Difficulties
in measuring skill also make it difficult to measure the relationship between
skill and wages.

More than one-fourth of total labor compensation payments are made in the
form of nonwage benefits such as health insurance premiums, retirement
benefits, and paid leave.®! Given the importance of nonwage payments, studies
of changes in the distribution of labor compensation should also account for
changes in nonwage benefits. Unfortunately, data on total labor compensation
payments are not always available for skill categories and the time periods for
which economic analysis is needed. Studies that use wage data tend to
underestimate growth in labor compensation over time, leaving out growth in
non-wage benefits.

A second complication in measuring labor payments over time is
identifying appropriate measures of inflation. Figure 3-4 shows how the
measurement issues complicate efforts to determine how real wages have
changed over time. The figure shows three series: nominal wages and salaries
deflated by growth in the consumer price index (CPI), nominal total
compensation deflated by growth in the CPIL, and nominal total compensation
deflated by the Bureau of Economic Analysis’s personal consumption
expenditures (PCE) price index.%2 Based on the first series, one might conclude
that real wages had remained stagnant over most of the period considered.
Including growth in paid benefits, and deflating this measure by the PCE
index, one can conclude that total real payments to labor have grown by 20
percent since 1979.

61 In 1999, 27 percent of labor compensation went in the form of nonwage benefits.
See USDOL, Bureau of Labor Statistics, Employer Costs for Employee Compensation,
1986-1999, table 1, p.2. Downloaded from http://www.bls.gov/ncs/ect/sp/ecbl0013.pdf,
March 26, 2003.

62 The PCE index is suggested in Lawrence F. Katz and David H. Autor, “Changes
in the Wage Structure and Earnings Inequality,” Handbook of Labor Economics, vol. 3A,
(Amsterdam, The Netherlands: Elsevier, 1999) pp. 1463-1548. The more familiar CPI is
known to have a number of weaknesses that bias it upward as a measure of inflation. The
Boskin Commission estimated that upward biases in the CPI raise the estimated rate of
consumer price inflation by between 0.8 and 1.6 percent per year. U.S. Social Security
Administration, The Boskin Commission Report: Toward a More Accurate Measure of
the Cost of Living, December 1996, downloaded from
http://www.ssa.gov/history/reports/boskinrpt. html#cpi6 March 25, 2003.
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Figure 3-4
Measures of Real Labor Compensation (1979=100)1
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1 Total compensation data not available before 1979.

Source: USITC calculations based on Bureau of Labor Statistics and Bureau of
Economic Analysis data.

A third source of measurement difficulty arises in characterizing skill. Two
differences in worker characteristics receive much of the attention. Many
cross-industry studies relate differences in the wage/compensation payments to
the type of work. Workers are also often categorized by levels of educational
attainment.

Historical Experience

Much of the research on the relationship between international trade and
the distribution of wages stems from evidence summarized by Katz and Autor,
who provide a comprehensive review of the literature on wage distribution.%3
Among their conclusions, Katz and Autor state:

63 Lawrence F. Katz and David H. Autor, “Changes in the Wage Structure and
Earnings Inequality,” Handbook of Labor Economics, vol. 3A, (Amsterdam, The
Netherlands: Elsevier, 1999) pp. 1463-1548.
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1. Wage dispersion increased substantially for both men and women from
the end of the 1970s to the mid-1990s. The weekly earnings of the 90th
percentile worker relative to the 10t percentile worker increased by
over 25 percent for both men and women from 1979 to 1995. The
available evidence suggests earnings inequality has expanded even
more dramatically if one includes the very top end (top 1 percent) of
the distribution. This pattern of rising wage inequality was not offset by
changes in nonwage compensation favoring the low-wage workers.

2. Wage differentials by education, occupation and age (experience) have
increased. The relative earnings of college graduates and those with
advanced degrees increased dramatically in the 1980s. But the gender
differential declined both overall and for all age and education groups
in the 1980s and 1990s.

Evidence motivating these conclusions is presented here.

Figure 3-5 shows the time path of real earnings for production and
nonproduction workers in manufacturing, with earnings deflated by growth in
the PCE price index, for the years 1977 to 2000. Figure 3-5 shows that the
wages of those actually engaged in production have stayed relatively flat, while
earnings of workers in management and other nonproduction activities
(administrative work, factory maintenance) have risen. In 1977, nonproduction
workers earned 53.2 percent more than production workers. In 2000,
nonproduction workers earned a 77.7 percent premium over production
workers. Real earnings of nonproduction workers grew by 22.1 percent
between 1979 and 2000, while real earnings of production workers rose by
only 5.3 percent.0%

Figure 3-6 shows the evolution of real mean annual earnings for workers
based on educational attainment, with earnings deflated by the BEA’s PCE
price index.%> All data points are normalized relative to the earnings of those
with a high school diploma in 1975. Those with a college degree earned 57
percent more than high school graduates in 1975, and by 1999 college
graduates earned 111 percent more. Those with a graduate degree earned 113
p(:rceléf3 more than high school graduates in 1975, and 175 percent more in
1999.

64 Commission calculations based on data from the U.S. Census Bureau’s “Annual
Survey of Manufactures, 2000,” and the Bureau of Economic Analysis’ PCE price index.

65  Earnings data are taken from the U.S. Census Bureau,
http://www.census.gov/population/socdemo/education/tableA-3.txt, downloaded March
26, 2003. Census also reports a series on earnings of workers with some college
education. These workers earned a 6 percent premium over high school graduates in
1975,and a 16 percent premium in 2001.

66 Commission calculations based on data from U.S. Census Bureau and Bureau of
Economic Analysis data.
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Figure 3-5
Real production and non-production earnings in manufacturing,
1977-2000" (Production workers, 1977=100)
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1 Deflated by chained price index for personal consumption expenditures.
Data classification changes make current earnings data incomparable with
pre-1977 data.

Source: Bureau of Labor Statistics and USITC calculations.
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Figure 3-6
Real earnings by educational attainment, 1975-19991 (High School
diploma, 1975=100)
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1 Deflated by chained price index for personal consumption expenditues.

Source: U.S. Census Bureau, Bureau of Economic Analysis, and USITC
calculations.
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CHAPTER 4:

The Effects of Trade
Liberalization on the U.S.
Economy in Historical
Perspective:

A Literature Review

Overview

This chapter is devoted to providing a summary and overview of the
economic literature bearing on the question of whether or not the five
agreements in particular or U.S. trade liberalization policies in general have
had an observable and significant effect on U.S. economic activity from the
mid-1970s onward. The question can be viewed from a number of perspectives,
and the present review does not exhaust the literature that has been brought to
bear on the issue.

This literature review has three primary purposes. First, it seeks to draw out
any emerging consensus that may already exist on the economic impact of
recent trade liberalization, particularly liberalization affecting the United States.
Second, the review provides a motivating background for the new quantitative
analysis presented in chapters 6 through 8, particularly with regard to the
choice of problems addressed and methods employed. Third, the review
provides, to the extent feasible, a basis for comparison for the empirical
findings presented in chapters 6 through 8. Throughout this chapter, short
citations are provided for works referenced. A bibliography appears as
appendix E of this report, providing full citation information.

Types of Literature Reviewed

Evidence of the economic effects of trade liberalization falls into two broad
categories. The first section of the review looks at studies that examine one or
more of the five agreements explicitly. Studies of the particular agreements fall
into two categories—ex ante and ex post studies. Ex ante studies are usually
done prior to an agreement, generally in an attempt to contribute to the debate
about whether to enter into an agreement or how to formulate it, and they
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usually involve simulation methods. Studies in this category typically produce
estimates of the change in economic welfare expected from an agreement, and
may also present estimated changes in expected trade flows. This review treats
as ex ante studies those that have publication dates after agreements have gone
into effect, but that use simulation methods and data of a type indicating they
could have been executed ex ante. Ex post studies consist of attempts to
determine, after an agreement has gone into effect, whether or not it has had an
economic impact by utilizing data from the post-agreement period.

The second section of the review looks at studies that examine the
economic effects of increasing exposure to trade, or increasingly liberalized
trade policies, on one or more economic variables without reference to a
particular agreement. This body of literature examines the relationship between
trade liberalization and economic growth and productivity, looking at the role
of trade liberalization for wages, employment and income distribution, and has
begun to address the extent to which trade liberalization increases the variety
of goods available to firms and consumers.!

Methodologies Employed In The Literature

While the methodological issues involved in each branch of literature will
be discussed more fully in those sections of the review, some general points are
in order here.

The ex ante studies of particular agreements use simulation methods, most
commonly computable general equilibrium (CGE) modeling. A CGE model
represents a national economy, or a world economy consisting of multiple
nations or regions. Each of these nations or regions consists of a certain
number of sectors or industries. The base data of the model represent the
economic situation in each region and sector as it existed in a particular base
year. The regions are connected to each other by international trade (exports
and imports), and sectors are connected to each other by supply and demand.
In other words, regions buy goods and services from one another, and a certain
part of their output is delivered to final demand or GDP and consumed by
households or governments, invested, or accounted for by international trade.
The interconnections among regions and sectors can be altered or disrupted by
various sorts of government policies. For example, the trade relationships can
be influenced by tariffs and nontariff measures, and the other markets by taxes
and subsidies.

1 The division between studies of particular agreements and studies addressing
general economic effects of trade liberalization is not always sharp. In cases in which a
study of a particular agreement also covers its effects on growth, productivity, labor
markets, or product variety, that study will be discussed either in the second section or in
both sections, as warranted.
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A “run” or simulation of the CGE model consists of altering the policies of
interest. To ask, “What are the effects of NAFTA?” by this method means
approximately, “What would the base-year economy have looked like with the
pre-NAFTA trade barriers removed?” Advantages of the CGE approach
include the fact that it provides “controlled experiments” that isolate the effects
of policies of interest (because in the real world other things change besides
NAFTA), and that it disciplines the results obtained according to the logic of
economic theory. In addition, because all markets are interconnected, it is
possible to obtain estimates of the effect of changing one policy on any other
variable in the system, regardless of how small such effects might be.

Limitations of the approach arise from the inevitable simplifications
necessary to represent the complexities of the actual economy, even in a large
model, and from the data requirements needed to run larger models. The
models’ quantitative estimates are also sensitive to the choice of behavioral
parameters such as the elasticity of substitution—the parameter that measures
the degree to which buyers are willing and able to switch between varieties of
particular goods. Moreover, even when great care is taken to insure that a
simulation model is based on economic logic and calibrated to observable data,
experiments that validate the full structure of the model against historical
experience are difficult to perform.2

The ex post studies rely on a variety of econometric techniques and use
historical data. Particularly when these studies involve time-series data (e.g.
import or export data for 1970-2001, of which one asks the question whether,
for example, NAFTA made any difference from 1994 onward) the difficulty
faced by the researcher is that it is not possible to conduct pure “controlled”
experiments with historical data, because the data values from 1994 onward are
influenced not only by the presence of NAFTA, but by all other forces
influencing the economy during that period of time. Statistical techniques
attempting to sort out which of these forces are operating, and at what degree
of strength, may be more or less successful depending on whether actual
historical circumstances allow the “signal” of changing trade policy to be easily
separated from such other forces, or from the “noise” of purely unexplainable
fluctuations in the variables in question.

2 In a critique of the ex post validation experience with CGE models of NAFTA,
Kehoe (2002) made the case that models available to policymakers prior to the
implementation of NAFTA substantially understated NAFTA-induced increases in trade.
However, this finding does not per se indicate that the models are misspecified, since it is
well-understood that much of the growth in international trade in any historical period is
due to income growth, which may not be explicitly accounted for in a model that is
designed to isolate the economic effects of the trade agreement alone. Fox (2000)
showed that it was possible to do a good job of tracking historical changes in
U.S.-Canada trade after the U.S.-Canada FTA, using a CGE model which took account
of factors such as changes in the capital stock, labor supply, and total expenditure.
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The ability to discern policy effects, in turn, depends on whether enough
time has passed to permit a statistically significant comparison between the
pre-agreement and post-agreement period. For these reasons, the ex post
studies are fewer in number, and are more recent in date. Nonetheless, such
work is attracting increasing effort on the part of economists, particularly
because policymakers inevitably wish to have information regarding the actual
effects of the policies they have just chosen, as well as advance estimates of
the effects of policies they are about to choose.

The research relating openness to trade and open trade policies to economic
growth, productivity, labor, and product variety, uses a wide variety of
statistical and econometric techniques that will be discussed in general terms in
the following sections, and in more detail in the underlying works cited.

Principal Findings

There is a broad consensus in the available literature on the following
results:

1. Ex ante estimates of the effects on the United States of trade
liberalization arising from particular agreements generally have been
modest, on the order of less than 0.5 percent of GDP even for large
liberalizations like the Tokyo Round, NAFTA, and the Uruguay Round.
The estimated percentage increase in aggregate exports and imports is
usually greater than that for GDP. More than one agreement, in more
than one study, has been estimated ex ante to increase output in U.S.
agriculture and decrease it in textiles and apparel. This is consistent
with the significant prior degree of import restraints in foreign markets
for agriculture and the U.S. market for textiles and apparel,
respectively. The amount of information researchers have on the state
of play of multilateral negotiations influences the results they obtain.
Studies that obtain large estimates of the benefits of liberalization by
invoking scale economies may not be consistent with empirical
evidence obtained ex post, such as for the U.S.-Canada FTA.

2. Econometric estimates of the effect of tariff reductions on trade suggest
that tariff reductions explain approximately 25 percent of the growth in
world trade. Other phenomena, notably reductions in the cost of air
transportation, appear to have been at least as important a source of
world trade growth. Foreign outsourcing also contributed to world trade
growth. A model that assumes that tariff reductions induce foreign
outsourcing attributes as much as one half of world trade growth to
tariff reductions.

3. Available ex post estimates of the effect of NAFTA have found that the

NAFTA liberalizations have increased U.S.-Mexico trade in both
directions. While earlier studies had some difficulties identifying these
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increases at all, improved methodologies and a longer post-NAFTA
time period have enabled them to be identified with increasing
precision, associating them with particular products that have now
benefitted from especially deep NAFTA tariff cuts.

Openness to trade and more liberal trade policies are associated with
faster rates of economic growth both in the United States and abroad.
There have been many studies relating trade liberalization to rates of
economic growth across countries, and as their methodology has
improved, early skepticism about the robustness of the trade-growth
connection has diminished somewhat. It is easier to show a link
between economic growth and investment, which in turn may increase
as a result of trade liberalization.

The available literature associating international trade and
productivity has mostly focused on the experience of developing
economies, though there are some relevant studies for the United
States. Foreign growth and productivity gains may influence U.S.
outcomes by increasing U.S. exports. Studies for both the United States
and other countries suggest a possible short-term relationship between
productivity and increased trade, but the direction of causation may
well be reversed (e.g. firms become productive first, and then export,
rather than vice versa). Evidence that exposure to trade causes industry
output to shift from less-productive to more-productive firms is
relatively strong, while evidence for a possible link between trading
opportunities and scale economies is sketchy at best. There is also some
industry-level evidence for higher rates of productivity growth in
industries exposed to import competition or trade policy liberalization.

Since the 1970s, there has been a steady rise in the wages of
more-skilled U.S. workers relative to less-skilled U.S. workers.
Economic theory suggests that a possible cause for this is the increase
in U.S. imports from developing countries, relative to the U.S.
economy as a whole. A consensus of a wide range of studies, using a
variety of methods, is that at most 10-20 percent of the growth in the
“skilled wage premium” can be attributed to international trade, with
the rest most likely accounted for by technological change increasing
the demand for skilled labor. Evidence on the transition experiences of
workers affected by increasing imports, or in sectors influenced by
trade policy, suggests that their transitions from old to new jobs are not
markedly different in terms of wage changes or duration of
unemployment from other workers in the economy.

Recent increases in trade in intermediate goods, known variously as
“outsourcing” or “production sharing,”” may provide an additional
channel through which increases in trade may affect U.S. wages, as
less-skilled portions of vertically integrated production processes are
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located overseas. Some estimates indicate that as much as 40 percent of
increases in the relative wages of nonproduction workers in the 1970s
and 1980s may be attributable to outsourcing, but these estimates do
not rule out the possibility that technological changes such as increased
computerization may have played an equally large or larger role.

8. Asignificant portion of recent increases in international trade consists
of “new” goods, that is, goods coming from destinations that they did
not come from before. This is particularly true of the increase in U.S.
imports from Mexico post-NAFTA. It appears that such increases can
be linked to specific cuts in tariffs. Estimates for one developing
country suggest that as much as a third of the gains of trade
liberalization may be due to increased import product variety.

Economic Effects Attributed To
Particular Agreements Negotiated Under
Trade Promotion Authority

Simulation Analyses of U.S. Trade Policy
Changes

Comprehensive assessments of the economic impact of trade policy
changes often rely on models that simulate economic responses to changes in
trade policy in an environment that mimics observed economic relationships.
The primary relationships represented in simulation models of international
trade are the geographic trade pattern among nations and input-output
relationships within national economies. When a simulation model is given a
trade policy “shock,” such as the implementation of tariff reductions embodied
in an agreement, the model traces the effects of the shock through the bilateral
trade and input-output relationships in a manner consistent with a particular
economic theory. Model results depend primarily on the size of the shock, the
degree to which agents in the model are assumed to readjust their behavior
when the shock changes relative prices, and theoretical assumptions about the
nature of competition and production.

The standard economic simulation model used in trade policy analysis is a
static general equilibrium model that assumes perfectly competitive markets,
constant returns to scale in production, and differentiation of products by
country of origin.3 Models of this type have been used for trade policy analysis

3 See Devarajan et al. (1997).
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since the Tokyo Round.# Experience with the standard models suggests that
significant trade policy liberalizations raise economic welfare by between 0.5
and 1 percent of GDP.> Most of the studies reviewed in this section are
consistent with this finding, though the estimated effects on the United States
are typically smaller.8 However, alternate assumptions about the size of the
shock, the nature of market competition, the technology of production, and
the degree to which there are economic links between current and future
behaviors can affect the results.

Economywide general equilibrium models are particularly useful for
producing estimates of the effect of trade policy changes on sectoral output and
employment, and bilateral trade flows. They can also provide estimates of
changes in wages and capital returns, as well as summary measures of
economic welfare.” Most simulation studies reviewed below suggest that U.S.
production, wages, the rental rate of capital, exports, and imports increase
modestly as a result of implementation of each of the agreements.

Consistent with economic theory, the models report that trade policy
liberalization reallocates resources across sectors. Some sectors, primarily
export-oriented sectors that benefit from foreign tariff reductions, grow as a
result of the agreement. Output falls in other sectors, primarily those that face
significant import competition and a significant change in U.S. import
restraints. As in the aggregate results, sectoral estimates suggest that the
relative impact of liberalization on the United States appears to be modest,

4 The earliest of this work was Brown and Whalley (1980). See also Deardorff and
Stern (1983).

5 The similarity of this result across experiments is so consistent that the 0.5 to 1.0
percent figure has been given a name-the Harberger constant (after Arnold Harberger,
who first described the measurement of these types of losses). See Rutherford and Tarr
(2002).

6 Because of the large size of the U.S. economy, trade accounts for a smaller share of
output than in most countries. The United States also has a large share of services in
output, and services are less likely to be traded than goods. Thus, economy-wide effects
of trade liberalization on the U.S. economy are smaller, in relative terms, than for most
other countries. Moreover, trade agreements have historically done much less to
liberalize services trade than goods trade.

7 Because model estimates can predate the implementation of an agreement, model
results are sometimes misinterpreted as predictions that can be verified after the
agreement has been implemented and economic variables observed, which is not a
correct understanding of the model output. The model only measures the effect of trade
policy changes, but leaves constant all other sources of economic change that might
affect one or more variables. Because it is impossible to account for all other sources of
economic change, it is not possible to verify the model ex post simply by comparing the
model to observed changes in economic data. Model verification exercises must
incorporate other economic shocks, including exchange rate movements, economic
growth, and technological change, before the results can be compared with data that are
observed ex post.
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especially when compared to other changes that were expected to
simultaneously occur in economy. The relatively modest degree of sectoral
output and employment shifts suggests that adjustment costs associated with
liberalization (worker dislocation and plant closure) are correspondingly
modest.

Recent developments in economic theory, along with greater computing
power and data availability, have allowed researchers to consider the effects of
trade policy changes using alternative models of economic behavior. Models
that differ from those with the basic structure described above began to be
widely used at the time of the Uruguay Round and NAFTA negotiations.8 In
general, models that included scale economies in production, imperfect
competition, or dynamic investment flows and an endogenous price of capital
showed larger economic responses to trade policy changes. Model experiments
that removed both tariffs and nontariff barriers also produced larger effects than
model experiments that removed only tariffs.

While the diversity of policy simulation approaches makes it difficult to
summarize results, an overview captures a sense of the reasonable bounds for
the impacts of trade policy. Table 4-1 provides a guide to the simulation studies
reviewed as background for this chapter. The selection of studies reviewed is
representative rather than exhaustive; many of the studies discussed here
contain citations to further studies. The table shows a description of key
assumptions and the predicted impact on welfare, exports, and imports from
each of the models surveyed, by trade agreement. Sectoral results for each
study are also reported in Table 4-2. The table lists sectors for which the largest
impacts on output, exports, and imports are expected for the NAFTA and the
Uruguay Round agreements.

Overall Impact on U.S. Economy

Although the ex ante studies were done using different base periods and
methodologies for various experiments, most show that overall U.S. welfare,®
wages, the rental rate of capital, exports, and imports were expected to increase

8 Earlier examples of CGE trade analyses exploiting scale economies, product
differentiation and oligopolistic behavior include studies of the Canadian economy by
Harris and Cox. See Harris (1984), Cox and Harris (1985 and 1986). The first two of
these papers modeled unilateral free trade and stylized, multilateral free trade as it
affected Canada. Cox and Harris covered the effects on Canada of a limited sectoral
trade agreement with the United States. Because these studies only reported effects for
Canada, they are not included in table 4-1.

9 Welfare is measured as equivalent variation, as most studies report it. Equivalent
variation is useful for measuring welfare changes in situations in which prices change,
such as changes in trade policy. It is defined as the amount of additional income that one
has to provide at the old prices to make one equally as well off as they would be at the
new prices. This number is positive for an increase in welfare, and is usually measured in
terms of the preferences of one or more representative consumers in the model.
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Table 4-1

Summary of selected simulation studies: Predicted impact on U.S. welfare, imports, and exports

Is Final
Base Agreement
Agreement  Study Market Investment Sectors Regions Year Welfare Exports Imports Used ? Experiment
—— Percentage change —
Tariff cuts from Swiss
Tokyo Round  Brown and Whalley CRTS Static 5 4 1973 0.065 1.6 No formula
(1980)
Deardorff and Stern CRTS Static 29 35 1976 0.040 19 16 Yes Tariff cuts and NTB
(1986) removal
Whalley (1984) CRTS Static 33 4 1973 0.000 Yes Tariff cuts
CRTS Static 33 4 1973 0.200 Yes Tariff cuts and NTB
removal
CFTA Brown and Stern (1989) IRTS Static 29 4 1976 0.085 4.9 4.0 No Tariff elimination
Brown, Deardorff, and
Stern (1992) IRTS Static 29 29 1989 0.100 11 1.1 Yes Tariff elimination
NAFTA Brown, Deardorff, and
Stern (1992) IRTS Static 29 29 1989 0.100 1.7 1.6 No Tariff elimination
IRTS Static 29 29 1989 0.300 2.0 1.8 No Tariff elimination and
expansion of some
quotas
IRTS Static 29 29 1989 0.100 0.6 0.5 No Tariff elimination for U.S.
and Mexico
IRTS Static 29 29 1989 0.200 0.9 0.7 No Tariff elimination for U.S.
and Mexico and
expansion of some
quotas
Burfisher, Robinson, and CRTS Static 11 3 1987 No Tariff and quota
Thierfelder (1994) elimination (US and
Mexico) with internal
migration
CRTS Static 11 3 1987 No Tariff and quota
elimination (US and
Mexico) with internal and
international migration
CRTS Static 11 3 1987 No Tariff and quota

See notes on last page of table

elimination (US and
Mexico) with no migration
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Table 4-1—Continued
Summary of selected simulation studies: Predicted impact on U.S. welfare, imports, and exports

Is Final
Base Agreement
Agreement  Study Market Investment Sectors Year Welfare Exports Imports Used ? Experiment
—— Percentage change —
Lopez, Markusen, and Tariffs and NTBs
Rutherford (1994) IRTS Static 4 1989 0.000 No elimination for autos,
engines, and parts
Tariffs and NTBs
elimination for autos,
IRTS Static 4 1989 -0.008 No engines, and parts with a
North American content
provision
Tariffs and NTBs
elimination for autos,
engines, and parts with a
IRTS Static 4 1989 -0.010 No North American content
provision and trade
balance
Roland-Holst, Reinert,
and Shiells (1994) CRTS Static 26 1988 0.080 0.3 04 No Removal of tariffs
CRTS Static 26 1988 1.870 8.3 9.4 No Removal of tariffs and
NTBs
IRTS Static 26 1988 1.660 8.0 8.6 No Removal of tariffs and
NTBs
IRTS! Static 26 1988 2.550 104 123 No Removal of tariffs and
NTBs
Trela and Whalley (1994) CRTS Static 5 1986 0.010 No Removal of textile and
apparel tariffs and quotas
CRTS Static 3 1986 0.005 No Removal of U.S. bilateral
steel quotas and tariffs
Uruguay Brown, Deardorff, Fox IRTS Static 29 1990 0.300 2.9 25 Yes Tariff reductions on
Round and Stern (1996) industrial products with

See notes on last page of table

nontariff barriers set to
zero (no MFA reform)
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Table 4-1—Continued
Summary of selected simulation studies: Predicted impact on U.S. welfare, imports, and exports

Is Final
Base Agreement
Agreement  Study Market Investment Sectors Regions Year Welfare Exports  Imports Used ? Experiment
—— Percentage change —
Reduction of 25 percent
for services ad valorem
tariff equivalents with
IRTS Static 29 9 1990 0.700 42 39 Yes nontariff barriers set to
IRTS Static 29 9 1990 0.900 Yes Both of above
Francois, McDonald, and
Nordstrom (1996) CRTS Static 19 3 1992 0.170 Yes Based on Final Act
IRTS Static 19 3 1992 0.280 Yes Based on Final Act
CRTS Dynamic? 19 3 1992 0.260 Yes Based on Final Act
IRTS Dynamic? 19 3 1992 0.450 Yes Based on Final Act
CRTS Dynamic 19 3 1992 0.380 Yes Based on Final Act
IRTS Dynamic 19 3 1992 0.620 Yes Based on Final Act
Goldin and van der 1985 to
Mensbrugghe (1994) CRTS Dynamic 20 22 1093 0.000 Yes Based on Final Act
Haaland and Tollefsen Reduce tariffs and NTBs
(1994) IRTS Static 15 4 1985 0.020 No on goods by 33 percent
Reduce NTBs on
IRTS Static 15 4 1985 0.020 No services by 33 percent
Reduce tariffs on goods
and NTBs on goods and
IRTS Static 15 4 1985 0.050 39.9 375 No services by 33 percent
Reduce tariffs and NTBs
on goods by 33 percent
and NTBs on services by
IRTS Static 15 4 1985 0.030 No 10 percent
Trade War-increase
IRTS Static 15 4 1985 -0.110 No NTB's by 10 percent
Reduce tariffs on goods
and NTBs on goods and
IRTS Dynamic 15 4 1985 0.110 No services by 33 percent

See notes on last page of table
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Table 4-1—Continued
Summary of selected simulation studies: Predicted impact on U.S. welfare, imports, and exports

Is Final
Base Agreement
Agreement  Study Market Investment Sectors Regions Year Welfare Exports  Imports Used ? Experiment
—— Percentage change —
Harrison, Rutherford, and
Tarr (1994) CRTS Static 22 24 1992 0.216 Yes Based on Final Act
IRTS Static 22 24 1992 0.224 Yes Based on Final Act
CRTS Dynamic 22 24 1992 0.428 Yes Based on Final Act
IRTS Dynamic 22 24 1992 0.449 Yes Based on Final Act
CRTS Static 22 12 1992 0.185 Yes Based on Final Act
Henel,_Manin, .
giarﬂgga'zgr’ln(alb%ﬂ& CRTS  Static 10 15 1902 0.400 77 75 Yes Based on Final Act
Nguyen, Perroni, and
Wigle (1995) CRTS Static 9 10 1986 0.200 Yes Based on Final Act

1 Contestable markets, other IRTS model assumes Cournot competition, see p. 4-16.
2 Savings rate held fixed.
3 Hertel, Martin, Yanagishima, and Dimaranan’s (1994) estimates are based on a combined impact on both the U.S. and Canada.

Notes.—CRTS = constant returns to scale. IRTS = increasing returns to scale.

Source: USITC summary of cited studies.
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Table 4-2

Summary of selected simulation studies: Predicted impact on output, exports, and import by sector- NAFTA

Output increases by

Output decreases by

Exports increase by

Imports increase by

Study Market Investment Experiment one percent or more one percent or more ten percent or more ten percent or more
Brown, Deardorff, IRTS Static Tariff elimination Textiles Glass Products; Nonferrous  Footwear; Clothing; Glass Products; Electrical
and Stern (1994) Metals Furniture, Fixtures Machinery
Burfisher, CRTS Static Tariff and quota elimination ~ Corn Corn, Program Crops;
Robinson, and (US and Mexico) with Fruit/vegetables, Oil/Gas
Thierfelder (1994) internal migration
CRTS Static Tariff and quota elimination ~ Corn Corn, Program Crops;
(US and Mexico) with Fruit/vegetables, Oil/Gas,
internal and international Consumer Durables,
migration Capital Goods
CRTS Static Tariff and quota elimination ~ Corn Corn, Program Crops;
(US and Mexico) with no Fruit/vegetables, Oil/Gas,
migration Consumer Durables,
Capital Goods
Lopez, Markusen, IRTS Static Tariffs and NTBs Engines (North American Engines (foreign firms only)
and Rutherford elimination for autos, firms only)
(1994) engines, and parts
IRTS Static Tariffs and NTBs Engines and autos (North Engines and autos (foreign
elimination for autos, American firms only for firms only)
engines, and parts with CR each) and parts
content
IRTS Static Tariffs and NTBs Engines and autos (North Engines and autos (foreign
elimination for autos, American firms only for firms only)
engines, and parts with CR each) and parts
content and trade balance
Roland-Holst, CRTS Static Removal of tariffs and NTBs  Most sectors Transport Equipment
Reinert, and

Shiells (1994)

See notes on last page of table
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Table 4-2—Continued
Summary of selected simulation studies: Predicted impact on output, exports, and import by sector-Uruguay Round

Output increases by

Output decreases by

Exports increase by

Imports increase by

Study Market Investment Experiment one percent or more one percent or more ten percent or more ten percent or more
Trela and Whalley  CRTS Static Removal of textile and Apparel
(1994) apparel tariffs and quotas

CRTS Static Removal of U.S. bilateral Steel

Steel Quotas and tariffs
Brown, Deardorff, IRTS Static Tariff reductions on Footwear, Leather Products Iron and Steel
Fox and Stern industrial products with
(1996) nontariff barriers set to zero

(does not include MFA

reform)

IRTS Static Reduction of 25 percent for Transportation, Financial Transportation, Financial
services ad valorem tariff Services, Personal Services, Personal
equivalents with nontariff Services Services
barriers set to zero

Francois, CRTS Static Based on Final Act Fishery; Transport Apparel; Textiles
McDonald, and equipment; Non-ferrous
Nordstrom (1996) metal
IRTS Static Based on Final Act Fishery; Transport Apparel; Textiles;
equipment; Non-ferrous Non-Grain Crops
metal; Fabricated metal;
Chemical, rubber, and
plastics; Lumber; Mining;
Other machinery; Other
manufactures and
equipment
CRTS Dynamicl Fishery; Transport Apparel; Textiles

See notes on last page of table

equipment; Non-ferrous
metal
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Table 4-2—Continued
Summary of selected simulation studies: Predicted impact on output, exports, and import by sector-Uruguay Round

Investment

Experiment

Output increases by
one percent or more

Output decreases by
one percent or more

Exports increase by
ten percent or more

Imports increase by
ten percent or more

Study Market
IRTS
CRTS
Francois, IRTS
McDonald, and
Nordstrom (1996)
Haaland and IRTS
Tollefsen (1994)
IRTS
IRTS

See notes on last page of table

Dynamic**

Dynamic

Dynamic

Static

Static

Static

Based on Final Act

Based on Final Act

Based on Final Act

Reduce tariffs and NTBs on
goods by 33 percent

Reduce NTBs on services
by 33 percent

Reduce tariffs on goods and
NTBs on goods and
services by 33 percent

Fishery; Transport
equipment; Non-ferrous
metal; Fabricated metal;
Chemical, rubber, and
plastics; Lumber; Mining;
Other machinery; Other
manufactures and
equipment; Grains
Fishery; Transport
equipment; Non-ferrous
metal; Fabricated metal;
Chemical, rubber, and
plastics

Fishery; Transport
equipment; Non-ferrous
metal; Fabricated metal;
Chemical, rubber, and
plastics; Lumber; Mining;
Other machinery; Other
manufactures and
equipment; Grains

Apparel; Textiles

Apparel; Textiles

Apparel; Textiles

Agriculture and industrial
machinery; Office
machinery; Electrical
goods; Transport
equipment; Textiles and
clothing; Other
manufacturers

Transport services

Agriculture and industrial
machinery; Office
machinery; Electrical
goods; Transport
equipment; Textiles and
clothing; Other
manufacturers; Transport
services

Food, beverage and
tobacco; Paper and printing
products; Agriculture and
industrial machinery;
Electrical goods; Metal
products; Textiles and
clothing; Other
manufactures; Rubber and
plastic products; Transport
services; Financial services

All but Chemical products
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Table 4-2—Continued
Summary of selected simulation studies: Predicted impact on output, exports, and import by sector-Uruguay Round

_ Output increases by Output decreases by Exports increase by Imports increase by
Study Market Investment Experiment one percent or more one percent or more ten percent or more ten percent or more
Hertel, Martin, CRTS Static Based on Final Act Primary Agriculture; Natural — Textiles; Wearing Apparel;
Yanagishima, and Resources; Transport Light Manufactures; Heavy
Dimaranan (1994) Industries and Equipment Manufactures

1 Saving rate held fixed.
Notes.—CRTS = constant returns to scale. IRTS = increasing returns to scale.

Changes in imports and exports for Roland-Holst, Reinert, and Shiells (1994) are based on increases from Canada, Mexico and the rest of the world which all are greater than 10
percent.

Source: USITC summary of cited studies.



modestly as a result of implementation of each of the agreements.10
Employment and output, while shifting from one sector to another, in most
models do not grow significantly owing to assumptions about full
employment in the models. The main focus of most of the studies is the
effect on U.S. welfare, and most find that U.S. welfare as a percentage of
GDP increases by much less than 1 percent of GDP.11 For the Tokyo Round,
welfare estimates range from zero to 0.2 percent of GDP, the impact on
welfare being less than 0.1 percent for GDP in both cases where only tariff
cuts are considered. With the exception of Roland-Holst, Reinert et al.
(1992), the impact on welfare was less than 0.1 percent for studies of the
U.S.-Canada FTA and NAFTA, even when nontariff barriers are considered.12
For the Uruguay Round, the estimated impact on welfare is greater than that
found for the other agreements, but is still less than one percent of GDP. The
impact is also greater for the Uruguay Round than for the other agreements
when only estimates with constant returns to scale and static investment are
assumed, with the welfare impact ranging from 0.17 to 0.40 percent of GDP.

Studies also generally estimate that U.S. exports and imports increased as a
result of the agreements. Although the impact on exports and imports was
reported to be less than a 2-percent increase for the Tokyo Round, the
U.S.-Canada FTA, and NAFTA, the impact is greater than 2 percent for all
Uruguay Round studies.l3 Similarly, most studies find that output, and the
rental rate on capital would increase by modest amounts, usually less than 0.5
percent.

10 Surveys of studies that make this assessment for the United States are Burfisher et
al. (2001); see p. 126; and Kehoe and Kehoe (1994). Studies that make this assessment
about the overall effect of a particular agreement on all countries for the Tokyo Round
include Deardorff and Stern (1986); for the Uruguay Round, Perroni (1996).

11 See the discussion of the Harberger constant in footnote 4.

12 Note that Hertel, et al. (1995) reports combined results for the United States and
Canada. The exception was a model of NAFTA in Roland-Holst et al. (1994). They
report welfare effects ranging from 0.08 percent to 2.55 percent of GDP. The main
difference between the conclusions of Roland-Holst, et al. and those of other NAFTA
researchers is that Roland-Holst, et al. generate high estimates that included the
elimination of all nontariff barriers among NAFTA countries, even if those nontariff
barriers were not explicitly phased out. As noted below, their estimates of the magnitude
of those barriers are controversial.

13 Although there are no known ex ante CGE studies of the U.S.-Israel Free Trade
Area, Sawyer and Sprinkle (1986) use a simple partial-equilibrium framework to show
that U.S. imports (net of trade diversion) increase by $127.3 million (1983 dollars) and
U.S. exports to Israel increase by $9.4 million.
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Scale Economies and Imperfect Competition

The impact of trade liberalization in models allowing for scale economies
and imperfect competition depends on the type of imperfect competitionl4
introduced and the degree of scale economies!® assumed. Although in most
cases the introduction of imperfect competition increases the agreements’
measured impact on U.S. welfare, the estimated magnitude of the impact varies
widely. These mixed results are not surprising since the gains from trade that
accrue by taking advantage of scale economies and introducing more
competition may be dominated by profit shifting, as illustrated in the strategic
trade policy literature.16

Early applications of increasing returns to scale to CGE modeling of trade
liberalization, such as those done ex ante for the Canadian economy by Harris
(1984) and Cox and Harris (1985, 1986), assumed substantial scale economies
based on engineering estimates, and consequently produced large estimates of
welfare gains. Subsequent empirical work on the U.S.-Canada FTA indicated
that scale economies of the magnitude assumed were likely not realized in
practice. There is better empirical evidence for a “selection effect” of trade
liberalization, i.e. that average productivity may rise through exit of the less
efficient firms in an industry, with a consequent increase in the market share of
more efficient firms.17

In many cases, incorporation of scale economies and imperfect competition
increases estimates of the gains in economic welfare.1® This relation is clearest

14 The textbook ideal of “perfect competition” involves a large number of producers
and consumers in each industry trading a homogeneous (identical) product under
conditions of free entry and exit and perfect information. The market structure of perfect
competition as usually described involves firms producing under constant returns to
scale. Even standard CGE models depart somewhat from the assumption of
homogeneous product by differentiating among products produced in different countries.
Thus, “product differentiation” in the models described as “imperfect competition”
below refers to product differentiation within a country. There is more than one potential
model of imperfect competition, depending on which of the above assumptions are
relaxed, and in what manner.

15 In models with scale economies, also known as “increasing returns to scale,”
when output increases, the cost of production increases at a slower rate, so that average
or unit costs decline. By contrast, in cases of constant returns to scale, costs increase
proportionately with output, so that average or unit costs remain constant.

16 For example, see Brander and Spencer (1984).

17 Feenstra (2003). The section of this chapter on trade and productivity discusses
studies pertaining to the selection effect, as well as Head and Ries (1999) with respect to
scale economies and the U.S.-Canada FTA.

18 The presence of scale economies is typically measured by estimates of the cost
disadvantage ratio, which is a measure of the ratio of average costs to marginal costs in
base data. A variety of types of imperfect competition have been assumed. Although
typically firms are allowed to enter and exit, driving profits to zero, in some models the
number of firms is held fixed.
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in studies that use both types of models. Direct comparisons of studies can
be potentially misleading because of differences in underlying assumptions
other than those made about scale economies. Market behavior under
conditions of imperfect competition is complex, and studies using this type
of model are difficult to compare to studies that assume perfect competition.
Studies that incorporate models of both perfect and imperfect competition
offer better comparisons.

For NAFTA, Roland-Holst, et al., consider three market structures: perfect
competition with constant returns to scale, Cournot competition, and
contestable markets. Cournot competition assumes that firms compete by
choosing quantities of output after observing the output of other firms. Any
given firm will choose a smaller output if other firms in the industry are
observed to choose a larger output, taking into account the amount of the
market left over. Each firm has different reactions to different observed outputs
of firms, with the degree of this reaction depending on the number and market
shares of other firms in the market and the elasticities that are assumed in the
model. For contestable markets, it is assumed that existing firms set price equal
to average cost to deter entry from other firms.1® While the Cournot model
assumes that firms can freely enter and exit the industry, the contestable
markets model assumes that the number of firms is held fixed. The authors find
that assuming Cournot competition decreases the gain in U.S. welfare, real
GDP, and employment20 resulting from NAFTA compared to the perfectly
competitive case, although introducing contestable pricing causes gains in all of
these indicators.2! They claim that because firm entry is not restricted in their
Cournot specification, aggregate gains are reduced in most countries as
“crowding in” by new market entrants drives incumbent firms up their average
cost curves.22

For the Uruguay Round, Harrison et al. (1995) assume a similar Cournot
model and find that U.S. welfare increases slightly from 0.216 percent to 0.224
percent of GDP, compared to their standard constant returns to scale model.
Francois et al. (1995) assume that imperfect competition takes the form of
monopolistic competition where increased specialization in intermediate
products makes the final goods sectors more productive because of a greater
variety in choice of specialized inputs.23 They find that assuming this form of
imperfect competition increases the impact on welfare from 0.17 percent to
0.28 percent of GDP. This study estimated a larger impact than Harrison, et al.

19 De Melo and Tarr (1992), p. 152.

20 Most ex ante studies assume a fixed labor supply, so aggregate employment does
not change when trade policies change. Roland-Holst et al. assume an excess supply of
labor and a fixed wage. Under these assumptions, the trade agreements increase
employment.

21 Roland-Holst, et. al (1994). See table 2-8 on p. 70.
22 |bid, p. 71.
23 Francois, et al. (1995), pp. 150.
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(1996) due to the use of higher estimates of the cost disadvantage ratios and
the use of a form of imperfect competition that captured gains from
increased input varieties, in addition to the gains from lower average costs in
expanding sectors that were captured in both studies.2

Sectoral Results

Although most studies found that U.S. welfare and other economic
indicators increased in aggregate, the results for these economic indicators were
mixed when reported by individual U.S. sectors. While exports and imports
experience some growth for most sectors in all studies, the impact on output,
employment, and prices in particular sectors depended on the specifics of each
agreement and structure of the economies involved in the agreement, as well as
the level of aggregation of the model being used.

In Deardorff and Stern (1986) implementation of the Tokyo Round
agreements results in a shift in employment toward the agriculture, forestry and
fish sector, which increases by 1.7 percent from its 1976 level, and away from
employment in production of nontradable goods.2> Their simulation features
the removal of substantial U.S. or global non-tariff barriers in the agriculture
sector.

For NAFTA, studies found a variety of results. Roland-Holst, et al. (1994)
found that U.S. output in transportation equipment would increase by 17.6
percent, which the authors attribute to trade diversion. Brown et al. (1994) find
that output in glass products would decrease by 11.8 percent, while the largest
increase in output would be an increase of slightly greater than one percent for
textiles. Burfisher et al. (1994) find that output of corn in the United States,
which was disaggregated from the food sector, increased by 4.9 percent to 6.7
percent as compared to changes of less than 0.3 percent in all other sectors,
including the aggregate farm sector of which it is part. At the implementation
of NAFTA about 30 percent of rural Mexican workers worked in the highly
protected maize sector.26 Also, Trella and Whalley (1994) find that removal of
both textile and apparel quotas and steel quotas would decrease U.S. output of
apparel by 5.0 percent and steel by 10.7 percent, with only a 0.1 percent
reduction in production of textiles.

Sectoral results from studies estimating the effects of the Uruguay Round
usually report that textile and apparel sectors sustained the greatest impact. The
reduction in trade barriers in these sectors, particularly reforms to the

24 See Harrison, et al. (1995), pp. 241, appendix C, pp. 280-284 and Francois, et al.,
(1995), p. 141 for discussions about the differing specifications between two of the
models. The specification for Roland-Holst, et al. (1994) is discussed on pp. 60-68.

25 Deardorff and Stern (1986) table 4-5, pp. 56-57, p. 58. Note that overall
employment is exogenous in their model and can only shift across sectors.

26 Brown et al. (1992), p. 1514.

82



Multi-Fiber Arrangement (MFA), were very important in the Uruguay Round
Agreements.2” Various studies of implementation of the Uruguay Round
found that the removal of quotas under the ATC made up a large part of the
increase in welfare from the entire agreement, ranging from 30 percent to 80
percent of all welfare gains for the U.S.28

Studies that report changes in sectoral output attributable to trade
agreements find that, as a rule, the most significant percentage changes for
importing markets consist of output decreases in the apparel sector, followed
by the textile sector. Harrison, et al. (1995) found that U.S. employment was
most impacted in the textile and apparel sectors, where estimated employment
falls by 10 percent and 25 percent respectively; and that the only sector
positively affected by more than 1percent is the agriculture sector.2® Similarly,
product prices are most changed in the wearing apparel sector (a 10-percent
decrease), the paddy rice sector (an 8.5-percent increase), and the wheat sector
(a 5.6-percent increase) with the only sectors changing by more than 1.0
percent being other agricultural sectors and textiles.30 Also, although they find
that the welfare gains for the United States decline when a more aggregated
12-region model was estimated instead of the standard 24-region model, they
caution that in some cases the more disaggregated model did not always
generate larger efficiency gains from liberalization.31

The estimated impact of liberalization on the United States appears to be
modest, both in the aggregate and by sector, when compared to other changes
that simultaneously occurred or were expected to occur in the economy.32
Compared to the increase in real GDP between 1979 and 2001,which grew
from $4.1 trillion to $9.2 trillion in constant 1996 dollars, the gain in overall
welfare attributable to trade agreements was small.

Hertel, et al. (1996) provided an example of a study with a useful
comparison between baseline changes in the economy and additional changes
expected as a consequence of liberalization. The authors found that expected
increases in output for the United States and Canada between 1992 and 2005

27 The MFA was replaced by the Agreement on Textiles and Clothing (ATC), under
which quotas will be eliminated at the end of 2004.

28 Harrison, et al. (1995), Francois, et al. (1995), and Hertel et al. (1995). However,
while another study shows that liberalization in textiles and clothing contributed about
30 percent of the welfare impact on the United States, it shows that liberalization in
agriculture contributed more than 40 percent of the welfare impact. Perroni (1996), table
4, p. 16. This data is originally from Nguyen et al. (1995).

29 Harrison, et al. (1995) appendix B.

30 Jpid.

31 lbid, pp. 230-231.

32 Deardorff and Stern claim that small tariff reductions (from 8 percent to 6
percent) imply a small impact and claim that the “effect of the Tokyo Round on trade,
employment, and welfare should be measured in tenths, or even hundredths of a
percent.” Deardorff and Stern (1986), p. 59.
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were not much different whether or not trade liberalization in the Uruguay
Round took place.33 Output in the textile sector was projected to increase by
30 percent between 1992 and 2005 in the absence of liberalization, but by
only 7 percent if the Uruguay Round were included.3* While the difference
between 30 percent and 7 percent represents significantly less output than
would otherwise have been produced, use of the dynamic baseline showed
that the general effect of increased demand was likely to outweigh MFN
tariff removal. The authors projected an increase for the United States and
Canada of 41 percent in aggregate GDP between 1992 and 2005 in the
absence of the agreement, which can be usefully compared to the modest
increase in economic welfare of 0.4 percent of GDP attributed to the
agreement.3%

Nontariff Barriers

The impact of removing nontariff barriers was generally found to be larger
than that of lowering tariffs. Although nontariff barriers are difficult to
quantify, the gains from their elimination may be larger than the gains from
removing tariffs. The estimated effects of nontariff barriers on welfare can be
significantly altered by the modelers’ assumptions about who gets the rents
from such barriers, and about how the barriers are measured.36

Whalley (1984) finds that by accounting just for the quantifiable nontariff
barriers that were to be eliminated as part of the Tokyo Round, the impact on
U.S. welfare increased from $430 million (less than one-tenth of 1 percent of
1973 GNP) to $2.22 hillion.37 Using a similar model, Brown and Whalley
(1980) find that eliminating all nontariff barriers increased the impact on U.S.

33 Hertel, et al. (1995), table 14, p. 92. The underlying assumptions driving demand
seem to be modest for the 1992 to 2005 period: A 10-percent increase in population,
13-percent increase in the labor force, 43-percent increase in the capital stock, 67-percent
increase in human capital, 4-percent increase in total factor productivity growth, and
41-percent increase in real GDP. The assumption for total factor productivity was based
on a Global Trade Analysis Project (GTAP) simulation and the other assumptions are
estimates by the International Economic Analysis and Prospects Division of The World
Bank (Hertel et al. (1995), Table 6, p. 82.)

34 Hertel, et al. (1995), table 14, p. 92.

35 Hertel, et al. (1995), table 6, p. 82.

36 In the case of quota-type barriers, if the quota is assumed to be administered by
the exporting country (as in the case of MFA quotas), the rents accrue to the exporter,
and eliminating the barrier causes income from these rents to fall for the exporting
country. If the quota is assumed to be held by a domestic interest, or sold by the
importing country, the same drop in rents affects primarily the income of the importing
country. Modeling of nontariff measures other than import quotas still involves at least
an implicit assumption about who earned the quota prior to liberalization.

37 Whalley (1984), table 9-3, p. 167.

84



welfare from $780 million (in 1973 US$) to $2.04 billion.38 Deardorff and
Stern (1986) also conclude that elimination of unquantifiable nontariff
barriers has a significant impact on welfare, possibly even outweighing
welfare gains from tariff reduction.3®

The relatively large impact of removing nontariff barriers is strikingly clear
in the Roland-Holst, et al. (1994) study, in which estimates of removing tariffs
from all NAFTA countries are compared to estimates of removing both tariffs
and nontariff barriers from all NAFTA countries.?? The estimated increase in
welfare for the United States is 0.08 percent for removal of tariffs only, but
1.87 percent of GDP when nontariff barriers also are removed.*! The impact
on real GDP is similar, while the relative impact on imports and exports is
even more striking. The estimated increase in imports changes from 0.38
percent to 9.37 percent of GDP and the estimated increase in exports changed
from 0.28 percent to 8.29 percent of GDP.42

However, the large size of these estimates is controversial because these ad
valorem equivalents were not taken from a direct measure of the trade costs of
nontariff barriers. The measures used by Roland-Holst, et al., which were based
on the number of tariff lines covered by at least some nontariff barriers,
misrepresented and may have substantially overstated the degree to which
nontariff barriers imposed a cost on international trade, thereby inaccurately
measuring and probably overstating the benefits of removing these barriers.

Other NAFTA studies that focused on specific nontariff barriers yielded a
smaller impact. Trella and Whalley (1994) found that removal of textile and
apparel quotas between NAFTA countries increased welfare by 0.01 percent of
GDP over a 1-year period and removal of steel quotas between NAFTA
countries increased welfare by 0.006 percent of GDP over 40 years.

Various studies on implementing the Uruguay Round found that the
removal of quotas under the WTO’s Agreement on Textiles and Clothing make

38 Brown and Whalley (1980) table 14, p. 864. It is important to note that abolition
of all non-tariff barriers without the duty reductions from the Tokyo Round would
decrease U.S. welfare by $1.55 billion (1973 U.S. dollars). This emphasizes that the
whole may be greater than the sum of the parts in measuring the welfare gains from
reducing non-tariff barriers.

39 Deardorff and Stern (1986), pp. 61-63, qualitatively estimate the effects of
changes in custom valuation, government procurement, import-licensing procedures,
subsidies and countervailing duties, and product standards. They also note that the
nontariff barriers not covered by the Tokyo Round maybe more important than the tariff
and nontariff barrier concessions that were included.

40 The proxy for nontariff barriers is an ad valorem equivalent previously estimated
by the authors in Roland-Holst et al. (1992).

41 Roland-Holst, et al. (1994), table 2-8, p. 70.
42 |bid.
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up a large part of the increase in welfare from the entire agreement, ranging
from 30 percent to 80 percent of all welfare gains for the United States.43

Investment Dynamics

Studies that allow for dynamic investment flows and a fixed price of
capital show a larger impact on U.S. welfare as a result of implementing the
agreements, generally doubling estimates of the impact of the Uruguay Round
on welfare. Unlike the results for scale economies and imperfect competition,
the impact can be assessed by comparing studies that allow for investment
dynamics and those which do not.44

Typically studies account for investment dynamics by assuming that the
initial level of the capital stock was optimal and then allowed the rate of
investment to fluctuate so that the capital stock adjusts to its new optimal level
as a result of the policy shock while holding the rental rate of capital constant.
By comparison, in the static model, the level of investment is held fixed while
the rental rate of capital adjusts to the trade liberalization introduced in the
model. In the dynamic model, the change in investment alters the amount of
resources in the economy, making the impact on welfare larger while the
change in the rental rate of capital in the static model does not significantly
affect welfare. However, Harrison, et al. (1996) note that by holding other
factors constant, these models provide an upper bound on potential welfare
gains in the long run, given that the forgone consumption necessary to obtain
the larger capital stock is ignored.4®

Dynamic models of this type were used in studies of the Uruguay Round,
generally doubling the impact of the agreement. Harrison, et al. (1996) show
that the impact on welfare increased from 0.22 percent to 0.45 percent of GDP
when they allow the capital stock to be endogenous (determined within the
model by the behavior of other variables) and hold the price of capital fixed in
each country, the opposite of the static case.*®6 However, effects on employment
and prices by sector changed only slightly when the capital stock is
endogenized.4’ Likewise, Haaland and Tollefsen (1994) find that the impact on

43 See the discussion at footnote 25.

44 One study for which such a comparison can be made is Goldin and van der
Mensbrugghe (1995). However the investment dynamics introduced in their model are
much different than those used in the other studies.

45 Harrison, et al. (1995), p. 231.

46 bid, p. 232, table 4, p. 221, table 9, p.229, table 10, p. 232, and table 13, p.239.
This results from is the result using their “the preferred increasing returns to scale model.
The results from the constant returns to scale model show that the impact on welfare
increase from to 0.22 percent to 0.43 percent of GDP.

47 Harrison, et al. (1995), appendix B.
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welfare increases from a 0.05-percent increase to a 0.11-percent increase
when shifting from a static model to a dynamic model.*8

Francois, et al. (1996) find that the impact on U.S. welfare and real wages
was larger when allowing for an endogenous capital stock and an endogenous
saving rate.*® Assuming constant returns to scale, they find that the impact on
U.S. welfare increases from 0.17 percent to 0.26 percent of GDP when the
capital stock is allowed to be endogenous and the savings rate is fixed, thus
keeping the capital-to-GDP ratio constant. Welfare increases more, to 0.38
percent of GDP when both the capital stock and saving rate are endogenous.>°
Moreover, the impact on real wages roses from a 0.30-percent increase to a
0.38-percent increase when the capital stock is endogenous. The impact rises
higher, to a 0.51-percent increase, when the saving rate is also endogenized.>!
With increasing returns to scale, the shock to U.S. welfare increases from 0.28
percent to 0.45 percent of GDP when endogenizing capital but fixing the
savings rate, and increased further to 0.62 percent of GDP when both are
endogenized.52 Likewise the impact on the real wage rises from a 0.32-percent
increase to 0.45-percent increase of GDP when allowing the capital stock is
allowed to be endogenous, and grows to a 0.62-percent increase when the
saving rate is also endogenized.53

Conclusion

Despite various model specifications and different forms of trade
liberalization, most of the models surveyed here showed that the expected
impact on welfare, exports, imports, and other economic factors from these
trade agreements was modest compared to general trends in the economy.
Whether these models capture the full impact from trade liberalization is still
an open question. In this regard, model validation with respect to historical
data is difficult to perform, and should be borne in mind.>* However, the
present work with nontariff barriers, imperfect competition, and the dynamic
impact of investment shows the potential for future development of CGE
models in these areas, which may reveal other gains from trade liberalization
that have not yet been analyzed.>®

48 Haaland and Tollefsen (1994), table 17, p. 24.

49 Francois et al. (1995), table 21, p. 164.

50 Ibid p. 164, p. 151.

51 |bid, table 15, p. 157.

52 |bid, table 21, p. 164.

53 |bid, table 16, p. 158.

54 See Kehoe (2002).

55 See Rutherford and Tarr (2002) for examples of this potential.
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General Economic Effects of Trade
Liberalization in the “Fast-Track” Era

Studies Evaluating Sources of Trade Growth

This section reviews the econometric literature on trade liberalization and
trade growth. While many studies link U.S. economic outcomes to growth in
trade, relatively few identify the role of trade policy changes directly.
Non-policy changes such as improved transportation and communication
technologies also contributed to trade growth.

In order to provide some context for later studies that assess the impact of
growing international trade on the U.S. economy, this section of the literature
review seeks to better understand the role that trade policy changes have played
in increasing trade. Most recent studies on this topic have attempted to explain
growth in world trade, not just U.S. trade, and this literature review reflects
that emphasis. The literature considers three alternatives to trade policy
changes as causes for trade growth: U.S. and global income growth,
innovations in transportation and communication technologies, and growth of
multistage production processes.>6

The studies reviewed below take two approaches to measuring the effects
of trade policy on trade, and comparing them with other possible causes of
trade growth. Econometric studies identify a list of possible sources of trade
growth, and use statistical hypotheses and correlation patterns to attribute
causation to one phenomenon or another. Simulation methods are used to
consider complex models that are not easily estimated with econometric
methods. Econometric studies of trade growth are often designed to attribute all
observed trade growth to one cause or another.®>’ Simulation studies typically
consider individual phenomena and leave the rest of trade growth
unexplained.® The new analysis in the present report includes econometric
applications in chapters 6 and 8, the first evaluating the impact of NAFTA and

56 Another possible source of global trade growth—but one that does not appear to be
addressed in the literature explaining global trade growth—is unilateral economic reform
in developing countries such as India and China. At least one study (Bernard, et al. 2003)
reviewed links U.S. economic outcomes to the entry of poor countries into world
markets. No studies were identified that linked global trade growth directly to economic
reforms in developing countries. Chapter 8 notes that 2.5 percent of U.S. import growth
over the period can be attributed to trade in new product-country pairs.

57 Such studies require the assumption that the author has included all of the main
sources of trade growth as explanatory variables. If one source of trade growth has been
left out, the procedure may attribute trade growth to another source, when it should be
attributed to the missing source.

58 Simulation studies require the author to quantify specific behavioral relationships
that define the economy’s response to trade policy changes. Estimates from a simulation
study are based on the assumption that these responses have been quantified correctly.
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the second considering increases in product variety. A simulation study of all
five agreements is presented in chapter 7.

All of the studies reviewed in this section use an economic model to
evaluate historical experience. An economic model is needed to provide a
framework for assigning trade growth to various sources. While models
provide needed clarity, they also shape conclusions, to some extent. Two
particular questions about model features are relevant to this discussion. First,
is trade growth assumed to be proportionate to income, or does the model
allow income growth to produce a disproportionate increase in trade? In some
cases, authors do not explicitly assume proportionate trade and income growth,
but the measures they report may require us to interpret their models in that
way for the purposes of this discussion.®® Second, in what manner does the
model allow trade policy changes to interact with other sources of trade
growth? Models that allow interaction between trade policy changes and other
trade-inducing phenomena attribute a greater portion of trade growth to trade
policy changes.

The studies reviewed below suggest that the direct effect of trade policy
changes explain at most one-fourth of the growth in world trade.60 Other
factors, particularly income growth, appear to explain a larger share of trade
growth. When the economic model used to explain trade growth allows trade
policy changes to interact with other economic changes, especially falling
transportation costs and the growth of multistage production, trade policy
changes explain a greater part of total trade growth. One model with
interactions between tariff changes and multistage production attributes half of
trade growth to tariff reductions.

The Role of Trade Policy in Explaining Trade
Growth

In an article in Brookings Papers on Economic Activity, Krugman (1995)
explains that the causes of the growth in world trade are in dispute. He notes
that journalistic discussion of the growth in world trade tend to emphasize
changes in transport and communication technologies, while the academic
literature tends to emphasize the role of trade policy changes. Research since
1995 has brought forth further evidence on this discussion, but it remains
difficult to assign any one cause a leading role.

59 Several authors seek to explain growth in the ratio of exports to GDP. This
measure would remain constant if exports and GDP grew proportionately.

60 Since U.S. tariff reductions over the period are more modest than tariff reductions
in the rest of the world, it is likely that a smaller share of U.S. import growth can be
directly attributable to trade policy changes.
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Baier and Bergstrand (2001) use an econometric approach to address the
issue, estimating a gravity model of trade (a model that empirically relates
trade to measures of the size of the trading economies and of the distance
between them) to explain trade growth among members of the Organization
for Economic Cooperation and Development (OECD), an organization that
includes most of the world’s developed countries. Baier and Bergstrand
consider the period 1958-1988, during which intra-OECD trade increased by
148 percent. They conclude that about two-thirds of the trade growth in the
period can be attributed to growing incomes, about one-fourth to tariff
reductions, and less than one-tenth is attributed to lower transport costs.51

Baier’s and Bergstrand’s paper is perhaps the most straightforward
assessment of the relative importance of various explanations for world trade
growth. While useful, a number of qualifications should be made before any
conclusions are drawn. First, the international transport cost data used in this
assessment appear to be poorly correlated with more reliable measures of trade
costs.52 Second, the experiment does not contain measures of nontariff barrier
removal, which might have given more weight to trade policy changes. Third,
the model measures trade in final goods, and does not allow the growth in
multistage production to account for trade growth. Finally, the model does not
allow trade policy changes to interact with other sources of trade growth. These
qualifications are addressed in individual papers that follow, but none of the
subsequent literature has provided the comprehensive overview that Baier and
Bergstrand provide.

A number of technological improvements in transportation, particularly the
containerization of freight, have suggested to many that international transport
costs may have declined significantly in recent years. A recent article by
Hummels (1999) evaluates this hypothesis. Hummels notes that freight rates
average about 12 to 15 percent of the value of imported products, so freight
rates are a larger impediment to trade than existing tariffs. Ocean shipping
freight charges rose through the 1970s, peaked around 1985, and have fallen
back to early 1970 levels. Air freight rates have fallen considerably over time,
which is significant because air freight now accounts for nearly 25 percent of
import value (Hummels 2001). Overall, Hummels concludes that freight rates

61 Baier and Bergstrand consider a fourth potential cause of trade growth, growing
similarity of incomes across countries. The economic model posited by Baier and
Bergstrand suggests that increased income similarity should increase trade flows. They
attribute little, if any, of world trade growth to this fourth cause.

62 In order to obtain transport cost data for all countries in their sample, Baier and
Bergstrand use matched country trade data from the International Monetary Fund to
infer transport costs. Some countries, including the United States, collect direct evidence
on freight costs. It does not appear that the transport cost data inferred from International
Monetary Fund statistics match up well with the directly observed data available
elsewhere. See Hummels and Lugovskyy (2002).
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as a whole are not appreciably lower than in early 1970s,%3 but that rapid
declines in air freight rates signal an important quality improvement in
transportation technologies. Other innovations such as containerization and
faster ocean shipping may also have improved speed, even if these
technological changes have not produced lower measured freight rates.

In another article, Hummels (2001) uses the difference between ocean and
air freight charges to estimate the value of faster shipping times to
time-sensitive importers. Air freight rates are typically 2.5 times higher than
ocean freight rates, yet 30 percent of U.S. imports arrived by air in 1998, so
Hummels postulates that a large number of importers are time sensitive. Using
an econometric model that evaluates importers’ willingness to pay for faster
shipping, he concludes that the use of air freight and falling air freight charges
imply significant reductions in the tariff equivalent of time costs associated
with trade. Hummels estimates that the introduction of lower-cost air freight
since 1950 has been equivalent to a 23-percent tariff reduction for
manufactured goods.®4 Hummels argues that these reductions may have been
particularly important in facilitating the growth of multiple-stage production in
manufacturing.

A growing body of literature seeks to better understand multiple-stage
production, also known as “outsourcing,” “production fragmentation,” and
“vertical specialization.” Most trade models, such as the one used in Baier and
Bergstrand, assume that traded goods cross only one national border. In recent
years, manufacturers have “sliced up the value chain,” segmenting production
of goods into multiple stages in multiple countries. By the time final assembly
is completed, some components may have crossed several international borders.
As evidence in the growth of this phenomenon, Feenstra (1998) reports the
ratio of merchandise trade to merchandise value added. In 1970, the value of
traded goods divided by value added in goods-producing industries was 13.7
percent; by 1990 the ratio had grown to 35.8 percent.55 By 2000, the ratio
measured by Feenstra had risen to 56.7 percent.88 Other industrial countries
also saw increases in the Feenstra measure.

Hummels et al. (2001) use a similar concept, “vertical specialization,”
which is a measure of the value of a country’s imports that are embodied in its

63 Data on the freight charges associated with U.S. trade are available beginning
with 1974. U.S. freight charges in 1998 were approximately 30 percent lower than in
1974. However, data from other freight series suggest that 1974 rates may have been
about 30 percent higher than 1973 rates because of increased fuel prices. The difference
between the imputed 1973 data and the actual 1998 charges suggests very little change in
the average freight charges between 1973 and 1998. See Hummels (1999).

64 Note that the tariff reductions embodied in the five agreements considered here
implied average tariff reductions of only 3 percent (see chapter 3).

65 Feenstra (1998), table 2.

66 USITC calculations based on USDOC, Bureau of Economic Analysis data. Note
that trade is measured in total value terms, not value added, so this ratio is not
constrained to be less than 100 percent.
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exports. In 1972, 6 percent of U.S. merchandise export value was imported
intermediates; by 1990 that figure had risen to 11 percent of value. The
vertical specialization measure for the OECD increased from 16.2 to 19.8
between 1970 and 1990. This suggests that some part of U.S. and OECD
trade growth can be explained by increased fragmentation of production.
Hummels et al. provide a decomposition total trade growth. After accounting
for trade growth associated with GDP growth, about 30 percent of
industrialized country trade growth between 1970 and 1990 can be attributed
to vertical specialization.6’ Estimates for the United States over a similar
period indicate that 14 percent of U.S. export growth not explained by
growing output was due to vertical specialization.

Yi (2001) builds a simulation model in which tariff reductions could
facilitate vertical specialization. Yi notes that the merchandise export share of
output tripled over the period 1962-1999. Standard final goods models could
not explain this growth without implausible assumptions about consumers’
willingness to substitute imports for domestic production. Yi demonstrates that
a model allowing tariff reductions to induce vertical specialization can explain
a larger portion of world trade growth. In Yi’s model, tariff reductions
explained only 35 percent of the growth in exports. That 35 percent occurred
when tariff reductions were assumed not to induce increased vertical
specialization. When tariffs were allowed to induce vertical specialization, the
model explained 53 percent of observed export growth. This model indicated
that the role of tariff reductions can be magnified if tariff reductions interact
with other phenomena.68

Hummels and Skiba (2003) investigate the interaction between tariff rates
and transportation costs. The authors suggest a number of reasons why lower
tariffs might be associated with lower transport costs. For example, lower
tariffs may induce increased trade volumes, which may in turn facilitate
competition among shippers, thus lowering transport costs. Larger trade
volumes may also justify increased investment in transport infrastructure.
Hummels and Skiba demonstrate that containerized shipping is more likely on
routes with higher trade volumes. Using an econometric model linking freight

67 Where Baier and Bergstrand attribute a specific share of trade growth to income
growth, Hummels et al. measure that part of the trade growth exceeding growth in GDP.
Thus, Hummels, et al. explain that portion of trade growth not explained by
proportionate growth in trade and GDP.

68 Yi’s simulation techniques do not assign all the trade growth to one cause or
another, as Baier and Bergstrand’s econometric techniques do. In Yi’s model, trade
growth unexplained by the simulation model is left unexplained. Simulation models like
Yi’s might overemphasize trade growth if the trade cost reductions were sufficiently
large. For example, including the tariff equivalent reductions in the time costs of
transport generated by Hummels (2001) would likely lead Yi’s model to generate more
trade growth than was actually observed. While simulation models allow investigations
of more complex phenomena, such as the interaction between trade costs and vertical
specialization, they do not allow a comprehensive decomposition of the growth in trade.
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rates to trade volumes, they find that a doubling of trade volumes reduces
transport costs by one-third. Thus, if tariff reductions induce trade, they
should also lead to lower freight charges. Like the Yi model, this model
suggested that tariff reductions might have spillover effects that magnify the
impact of tariffs on trade.

In a recent controversial piece, Rose (2002) finds that a country’s date of
World Trade Organization (WTO) membership is uncorrelated with a large
number of measures of liberal trade policy. This finding appears to imply that
membership in the WTO does not induce trade liberalization. However, such a
conclusion ignores several important institutional features of the WTO. First,
much WTO-induced liberalization takes place not at the time of membership,
but in the rounds of WTO-sponsored negotiations taking place after
membership. Second, a good deal of apparent unilateral liberalization taking
place prior to WTO membership takes place in order to satisfy the members of
a country’s WTO accession party in a process which typically lasts five to ten
years, or longer. Thus, the particular year in which a country gains its seat in
the General Council, as analyzed by Rose, reflects relatively little of the
country’s actual policy interactions with the WTO.

Conclusion

Econometric estimates of the effect of tariff reductions on trade suggest
that tariff reductions explain anywhere from 25 percent to 50 percent of the
growth in world trade, with models that assume that tariff reductions induce
foreign outsourcing vyielding higher estimates. Other phenomena, notably
reductions in the cost of air transportation, appear to have been at least as
important a source of world trade growth.

Estimates of the Effects of the Agreements on
Trade

This section presents the relevant findings of quantitative studies that use
data for the period after the agreements came into effect.89 Most of the
extensive literature that examines the impact of these agreements on trade are
ex ante analytical studies. Only a few use actual data to explicitly analyze
preferential trading arrangements and to determine if these arrangements were
trade-creating or trade- diverting. In addition, very few of these studies
investigate the direct impact of the agreements. Most employed the gravity
model to capture the impact of the agreements on trade. Gravity models
frequently use binary variables to capture this impact. One problem with this

69 Empirical studies of the Tokyo and Uruguay Rounds tend to be political economy
case studies, such as Baldwin and Murray (1997), and Ray and Marvel (1995). No
studies were found dealing with the U.S.-Israel FTA.
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approach is that the estimated coefficient on the binary variable measures the
trade effect of the agreements as well as all other events during this period
that affected trade. To overcome this, more recent studies have attempted to
use a more direct measure of the agreements. The estimated coefficient in
these studies provides a more direct measure of the impact of tariff
reductions due to the agreements but does not capture the impact of nontariff
barrier reductions owing to the agreements.

A growing body of studies looks explicitly at preferential trade
arrangements and their impact on trade. Most of these studies use the gravity
model to determine the impact of the formation of trading blocs on trade flows.
Examples include Frankel (1997), Gould (1998), Krueger (1999), and Baier
and Bergstrand (2001). More recent studies employ a more direct measure of
an agreement to measure its impact on trade. These include Clausing (2001),
Romalis (2001), and Agama and McDaniel (2003).

Frankel (1997) uses the gravity equation to examine the impact of trading
blocs on intraregional trade and finds that even after holding constant for the
natural determinants of bilateral trade, preferential trading blocs boost trade
among member countries in the European Community, Association of
Southeast Asian Nations, the Australia-New Zealand Closer Economic
Relations, the Andean Pact, and the Southern Common Market Agreement
(Mercosur). Frankel also examines broader regional groups including Western
Europe, Western Hemisphere and Asia and again finds statistically significant
effects. Frankel cautions that it may not be possible to distinguish from the data
whether true concentration effects were coming from the formal regional
trading blocs or from the broader regional groups, given the overlap in
membership.

Gould (1998) finds that NAFTA had an effect on U.S.-Mexico trade, but no
effect on U.S.-Canada or Canada-Mexico trade. Gould reports that both U.S.
imports from Mexico and U.S. exports to Mexico were, on average, about 16
percent higher for each year during the 1994-1996 period than they would have
been without NAFTA. Gould reports the cumulative impact of NAFTA during
this period to be $20.5 billion in U.S. imports, and $21.3 billion in exports. In
contrast to these two studies, Krueger (1999) finds no evidence that NAFTA
had any significant effects on North American trade.

In a new application of the gravity model to the analysis of preferential
trade arrangements, Adams et al. (2003) extensively review existing gravity
model studies of such agreements as well as undertake new analysis of sixteen
bilateral and plurilateral agreements over the period 1970-1997. This analysis
takes account of many econometric issues associated with gravity modeling,
such as variation across industries and across the provisions of different trade
agreements, controlling for a wide variety of distance measures, and carefully
handling the large number of observations with zero trade.

Adams et al. find that the model they estimate attributes net trade diversion
to twelve of the sixteen agreements under study. Both previous literature and
their own model associate net trade diversion with NAFTA, while their model
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associates net trade creation with the U.S.-Israel Free Trade Agreement, which
had not been previously analyzed using this technique. In a separate analysis of
the investment provisions of preferential trade agreements, Adams et al. find
that such provisions were associated with larger stocks of direct investment
between NAFTA and the rest of the world (both inward and outward), but
smaller intra-NAFTA investment stocks.

More recent studies attempt to use more direct measures of the agreements
to assess the impact on trade. Clausing (2001) was the first to exploit the
variation in tariffs at the detailed commodity level in an attempt to better
isolate the trade effects of the U.S.-Canada FTA . Clausing finds that the
U.S.-Canada FTA had significant effects on trade between Canada and the
United States over the 1989-1994 period. Clausing’s regression results indicate
that U.S. imports from Canada were 26 percent higher owing to the agreement.
Clausing estimates that over half (54 percent) of the $42-billion increase in
U.S. imports from Canada is attributable to the agreement. In another study,
Romalis (2001) uses a methodology similar to Clausing’s to examine the
impact of NAFTA on North American trade. Romalis calculates the tariff
preference owing to NAFTA for one year and examined its impact across
industries, finding that NAFTA had a substantial effect on North American
trade. Romalis reports that the estimated effect of an additional 1-percent
preference is a 0.23- to 0.28-percentage point increase in Canada’s share of
U.S. imports. Similarly, an additional 1-percent preference is associated with a
0.18- to 0.28-percentage point increase in Mexico’s share of U.S. imports. In a
third study, Agama and McDaniel (2002) extend the work done by Romalis to
capture the time-varying effects of the tariff preference and find that, on
average, an additional 1-percent preference corresponds to a 11.2- to
16.5-percent increase in U.S. import demand for Mexican goods over the 1989
to 2001 period. During the NAFTA period, an additional 1-percent preference
corresponds to a 3.8- to 4.4-percent increase in U.S. import demand for
Mexican goods. On the export side, the authors find that a 1-percent increase in
the NAFTA tariff preference corresponds to about a 5.1- to 6.7-percent increase
in Mexico’s demand for U.S. goods.

There is a consensus in the literature that trade agreements have the
potential to increase trade among member countries. However, questions
initially raised by Viner (1950) and Meade (1955) remain about the extent to
which these trade agreements are net trade creating or net trade diverting.”0
Viner and Meade argue that preferential trading arrangements’l can either
enhance or reduce welfare, depending on the relative magnitudes of the trade

70 Trade agreements increase trade within the trading bloc as low-cost member
countries displace high-cost domestic producers (trade creation), and divert trade away
from non-member countries outside the bloc as member countries reorient trade away
from low-cost, nonmember countries towards higher-cost member countries (trade
diversion).

71 Unless otherwise indicated, the terms “preferential trading arrangement” and
“regional trading arrangement” will be used interchangeably.
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creation and trade diversion effects. Some economists, such as Krueger
(1999) and Burfisher et al. (2001) argue that although this distinction has
been modified and amended in a number of ways, the original Viner and
Meade conclusion that preferential trading arrangements can enhance or
reduce welfare remains. Therefore, the issue of the net effect of preferential
trading arrangements on welfare is an empirical one. Other economists, such
as Wall (2003), argued that integration affects trade in numerous ways, and
few studies fit into the simple Vinerian dichotomy between trade creation and
trade diversion.

One significant non-Vinerian way for integration to affect trade is through
increasing returns to scale. If economies of scale can be realized, they offer
individual firms an opportunity to achieve greater international
competitiveness.”2 This issue has been explored in the previous section on
simulation modeling in the context of the Cox and Harris estimates of the
effects of the U.S.-Canada FTA. The issue, which will be discussed further in
the section on productivity, is whether significant gains from scale as a result
of trade liberalization can be inferred using estimates of scale effects that are
reasonable as opposed to implausibly large.

Most ex ante studies using simulation methods maintain the orthodox
assumptions underlying the pure theory of international trade, including the
assumptions of perfect competition and production and consumption of
homogeneous traded goods. A large number of ex post studies use the gravity
model to determine the impact of a specific trading agreement on trade.
Gravity models are less restrictive than CGE models in that they do not require
strong explicit assumptions about the structure of the economy in order to
provide results. Burfisher et al. (2001) argue that although gravity models do
not incorporate the features of many trade theory models, they provide an
empirical way to control for income changes and other macroeconomic shocks.

In its original form, the gravity equation relates the value of bilateral trade
flows to national income and distance. Researchers have commonly extended
the gravity model beyond its original form in an ad-hoc fashion.”® Dummy
variables (binary variables indicating, in this case, the existence of a trade
agreement) have typically been used to measure the impact of a trading
agreement on trade. Examples of gravity studies include Rose (2000), Feenstra,
Markusen and Rose (2001) and Frankel and Rose (2002). These studies
included new variables such as common colonial ties, common colonizer,
remoteness, landlocked condition, and land area in their models, as well as a
single dummy variable to control for trade within any regional trading
arrangement instead of a set of dummy variables, as in earlier studies. Despite
the lack of agreement among researchers about which additional variables

72 See DeRosa (1998).

73 Most authors include additional variables to control for differences in geographic
factors, colonial ties, exchange rate volatility and trade policy.
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should be included in the extended gravity model, the general consensus is
that members of a common trading arrangement tend to trade more with each
other than they would otherwise. However, unless additional structure is
imposed either in the estimation or in the interpretation of the results, this
finding cannot for many studies readily be interpreted as a confirmation or
falsification of Vinerian hypotheses about trade creation and trade diversion.
This consensus among empirical researchers has recently been questioned by
Ghosh and Yamarik (2003, forthcoming) who used extreme bounds analysis’4
to test the robustness of the hypothesis that regional trading arrangements are
trade creating and find that the trade-creation effect of most of these
arrangements is fragile.

A few studies examine the effect of the U.S.-Canada FTA on bilateral
trade. For example, Trefler (2001) uses an econometric framework to assess the
impact of tariff cuts under the agreement on Canadian imports of manufactured
goods from the United States as a share of Canadian output. Trefler find that
the U.S.-Canada FTA tariff cuts were a statistically significant determinant of
these import shares. According to Trefler, the tariff cuts explain most of the
large shift in import shares experienced by the most impacted industries. For
example, the ratio of imports to output increased by 72 percent for the most
affected industries, and this number was very close to the 67 percent attributed
to the FTA.

Other studies examine the impact of NAFTA on North American trade. As
noted, most of these studies use the gravity model to measure the impact of
NAFTA. Gould (1998) uses the gravity model to examine the impact of
NAFTA on the growth of North American trade over 1980-1996, and
concluded that NAFTA had an effect on U.S.-Mexico trade, but had no effect
on U.S.-Canada or on Canada-Mexico trade. Gould compared his model
predictions of bilateral trade flows to actual bilateral flows over this period,
and concluded that both U.S. imports from Mexico and U.S. exports to Mexico

74 The traditional econometric approach to the specification problem is to apply
certain criteria tests such as correct signs, significant t-values and high R-squares to
search for the “best” specification. This approach encourages selective reporting from a
large set of estimated models. The extreme bounds analysis of Leamer (1982), and
Leamer and Leonard (1983) avoids the selective reporting bias of the traditional
approach by explicitly incorporating prior information and following a systematic
approach to testing the robustness of coefficient values. Utilizing this approach, Ghosh
and Yamarik (2003, forthcoming) summarize the previous gravity model literature into
two priors-trade creation and trade creation and diversion. For each prior, the
k-regressors are divided into two categories: “free” variables and “doubtful” variables.
The free variables were always included in previous studies, whereas the doubtful
variables were not always included. An application of extreme- bounds analysis yields
the minimum and maximum values for the coefficient of each free variable when all
possible combinations of the doubtful variables are considered.
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were on average about 16 percent higher each year during 1994-1996 due to
NAFTA. This translated into a cumulative NAFTA impact of $20.5 billion in
imports, and $21.3 billion in exports over this time period.

Krueger (1999) uses a gravity model to study North American trade
patterns. She analyzes data for 61 countries over 6 years, comprising every
other year over the 1987-1997 period, but finds little evidence that NAFTA had
any significant effect on North American trade at the aggregate level. Krueger
also uses “shift-and-share” analysis to examine North American trade at the
SITC 1-digit level and reports large increases in Mexican exports of particular
categories of goods, most notably machinery and equipment. Krueger finds that
in instances where Mexico’s share of the U.S. market increased dramatically,
Mexico’s share of third country markets also increased. She offers a number of
explanations for this result. One is that NAFTA was primarily trade creating
and not trade diverting. An alternative is that the exchange rate change in 1995
was probably a more important factor than NAFTA in explaining the increases
in trade in individual commodity groups. Krueger concluded that other events,
especially those affecting trade through the real exchange rate and Mexico’s
other trade liberalization such as the Uruguay Round, appear to have
dominated whatever effects NAFTA may have had on trade patterns over this
time period.

Burfisher et al. (2001) examine changes in bilateral trade data for three
sectors—agriculture, autos, and textiles—to determine the impact of NAFTA. The
authors reported that between 1993 and 1998, U.S. agricultural exports to
NAFTA partners increased by an annual average rate of 9.5 percent compared
to a 2.8-percent annual increase to non-NAFTA partners. U.S. agricultural
imports from NAFTA countries increased by an average of 13.8 percent
annually compared to a 7.7-percent annual increase from non-NAFTA
countries. The study found evidence of increased integration in the North
American auto industry since NAFTA went into effect. The data showed that
U.S. auto imports from Mexico more than doubled between 1993 and 1998,
and U.S. auto exports to Mexico increased 14-fold, albeit from a low base,
during this period.

The authors report that since NAFTA, U.S. imports of textiles and apparel
from Mexico have risen, while imports from East Asia have declined. U.S.
textiles export shares to Mexico rose from 13.4 percent in 1993 to 31.0 percent
in 1999, but U.S. textiles export shares to East Asia fell from 14.5 percent to
10.3 percent during this period. The results were similar for apparel trade. U.S.
apparel import shares from Mexico increased from 4.0 percent in 1993 to 13.5
percent in 1999, whereas U.S. apparel import shares from East Asia declined
from 70.7 percent in 1993 to 55.4 percent in 1999. U.S. apparel export shares
rose from 17.5 percent in 1993 to 31.6 percent in 1999. Other industry studies,
such as Wylie and Wylie (1996), found that while there is some trade
diversion, the increase in NAFTA trade is dominated by trade creation.

Soloaga and Winters (2001) use the gravity model to study preferential
trading arrangements and found no evidence of trade diversion for NAFTA.
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Coughlin and Wall (2000) use the gravity model to analyze how NAFTA has
changed the pattern of exports of U.S. states to foreign geographic destinations.
Wall (2003) uses the gravity model to examine how NAFTA has changed the
regional pattern of North American trade and finds significant differences
across countries and regions.

There are a number of ex post empirical studies on preferential trading
arrangements that used alternative methods to the gravity model to capture the
trade effects of specific agreements. For example, the USITC NAFTA study
(1997) uses import demand and export demand functions to estimate the effects
of the NAFTA on U.S. trade with Canada and Mexico using an error-correction
model and monthly data from January 1989 to October 1996 at the 4-digit SIC
level. Trade flows are assumed to be functions of prices of traded goods and
domestic substitutes, income in the importing country, and, in the case of U.S.
exports for which the two prices are denominated in different currencies,
exchange rates. The effect of NAFTA is identified using dummy variables for
1994, 1995, and 1996. A trade flow at the 4-digit SIC sector is identified as
having a NAFTA-induced increase or decrease in trade if the dummy variables
were of the same sign and statistically significant for all 3 years.

Using this methodology, the USITC NAFTA study (1997) finds that
NAFTA had a significant effect on the level of U.S. trade with Mexico, but
finds no significant additional effects of the agreement on U.S. aggregate trade
with Canada during this period. As a result of NAFTA, the volume of U.S.
imports from Mexico is estimated to have increased by 1.0 percent in 1994, 5.7
percent in 1995, and 6.4 percent in 1996. On the export side, the study
estimates that, as a result of NAFTA, the volume of U.S. exports to Mexico
was higher by 1.3 percent in 1994, by 3.8 percent in 1995, and by 3.2 percent
in 1996. Further, the USITC states that NAFTA resulted in significant changes
in the volume of bilateral trade for a modest number of industries. With respect
to U.S.-Mexico trade, the study attributes significant growth in U.S. exports to
Mexico in 13 industries to the agreement, but finds no industries showing
decreased exports to Mexico due to NAFTA during this period. On the import
side, the USITC attributes significant growth in U.S. imports from Mexico in
16 industries to NAFTA, and reportes significant declines in 7 industries
because of the agreement. With respect to U.S.-Canada trade, the USITC finds
that U.S. exports to Canada increased significantly because of NAFTA in 10
industries and declined significantly in 8 industries. Similarly, the USITC finds
that U.S. imports from Canada increased significantly in 13 industries due to
NAFTA, and declined significantly in 8 industries.

Romalis (2001) uses a methodology similar to Clausing (2001) to examine
the impact of NAFTA on North American trade. He uses a conceptual
framework to develop reduced-form equations in which the shares of U.S.
imports of commodities from Canada and Mexico are dependent on the tariff
preferences the U.S. affords to Canada and Mexico under NAFTA. Romalis
calculates the tariff preference afforded to NAFTA partners and examines its
impact across industries. He concludes that NAFTA had a substantial effect on
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North American trade. However, Romalis finds no evidence of trade creation
and concluded that NAFTA has been primarily trade diverting.

Conclusion

Ex post studies of U.S. trade performance in the “fast-track” period have
focused on NAFTA, due to considerations of data availability. These estimates
have demonstrated that the NAFTA liberalizations have increased U.S.-Mexico
trade in both directions. While earlier studies had some difficulties identifying
these increases at all, improved methodologies and a longer post-NAFTA time
period have enabled them to be identified with increasing precision, associating
them with particular products that have now experienced especially deep
NAFTA tariff cuts

Effects on Growth and Productivity

For several decades now, researchers have investigated whether more open
trade has dynamic effects on a country’s economy. Does freer trade cause a
country to grow faster? If so, exactly how does this happen? Many empirical
studies have posited that freer trade increases a country’s growth rate by raising
the productivity of a country’s labor and capital (total factor productivity or
TFP). The channels through which this could occur include: exposure to
increased competition in the global market; access to new technology via trade
in information or imitation of new products; and increased foreign direct
investment (FDI) that may bring new technology.

Researchers testing the relationship between trade and growth most often
examine cross-country evidence. They test whether or not countries with
relatively open trade policies, such as the United States, have grown faster than
countries with relatively restrictive trade policies. When a time dimension is
added, they are able to test whether changes in trade policies across countries
have affected growth rates. Research covering groups of developing countries
helps us understand whether or not multilateral trade liberalization raises
growth in foreign countries, thus increasing the market for U.S. exports.

Much empirical research has been devoted to testing for evidence of the
effect of trade openness on GDP growth, via its effect on total factor
productivity. Using country-level data, researchers have found a large amount
of evidence that more open economies do grow faster. Although this work is
limited by imperfect measures of trade openness, as well as lack of precision in
modeling links between trade policy and growth, progress on both of these
problems has been made. Recent work shows that the positive effects of trade
openness on growth are evident for the United States and other industrial
countries, as well as for developing countries. These results hold for different
time periods, and for many different measures of trade openness. New evidence
also suggests that the links between trade openness and growth may be
indirect, with trade liberalization inducing more investment, and thereby more
growth.
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Researchers have also looked at firm-level data to see if there is any
evidence that trade liberalization has increased productivity at the
microeconomic level. For example, if increased exposure to global competition
makes firms more efficient, we might expect to see firms that produce export-
or import-competing goods exhibiting higher productivity than firms producing
nontraded goods. In addition, we might expect that less competitive exporting
and import-competing firms would either become more efficient or drop out of
the market, as a result of being exposed to trade. Remaining firms would also
be likely to price more competitively, since monopoly power would be eroded
by new foreign competition. With greater access to foreign markets, firms
might be able to take advantage of economies of scale, or might access
imported intermediate inputs more cheaply. Both of these factors would lower
firms’ production costs. Finally, sectors with relatively high levels of FDI
might show relatively high productivity, due to technological spillovers from
the foreign firms. One of the most important limitations of this work has been
lack of data to accurately measure firm productivity. Another difficulty has
been the explicit accounting for entry and exit of firms when testing the effects
of trade liberalization on productivity.

Researchers studying trade and productivity most often examine evidence
across industries within a single country. Many recent studies have examined
U.S. firms in detail. Similar studies for other industrial countries can
corroborate the strength of the results for the United States. Studies of other
industrial and developing countries can suggest whether or not multilateral
trade liberalization has increased the efficiency of industries globally,
contributing to higher incomes and expanding markets worldwide.

Evidence from the United States, other industrial countries, and developing
countries thus far suggests that exporting firms are more productive than
nonexporting firms, and that more productive firms self-select to export.
Exporting itself may not increase productivity beyond the first year. In contrast,
import-competing industries do appear to experience increased productivity
after trade liberalization. Much of this increase occurs because resources shift
from less to more efficient firms. Some evidence suggests that exposure to
competition does reduce mark-ups in import-competing industries, and possibly
encourages more efficient scales of production. FDI may raise firm level
productivity, at least among the partners in joint ventures. Though the presence
of foreign firms may be associated with decreased productivity in
domestic-owned firms within the same industry, they could generate positive
spillovers for upstream local suppliers.

Trade Liberalization and GDP Growth

The relative openness of industrial countries like the United States,
compared to developing countries, and the vast differences in standard of living
between industrial and developing countries spurred initial empirical work on
possible links between trade and growth. Edwards (1993) surveys a large
number of these studies and finds evidence that, across developing countries,
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freer trade is associated with more rapid growth. However, there were no
comprehensive aggregate measures of a country’s trade restrictiveness at the
time of the Edwards study.

The most popular proxy— the ratio of exports to GDP (or total trade to
GDP)-does not necessarily reflect changes in a country’s trade policy. In
addition, higher rates of GDP growth might cause high export-to-GDP ratios
and vice versa, introducing bias into the estimation procedure. Though the
researchers suggest several ways in which trade openness could affect growth,
they do not test these links in their analyses. Edwards concludes that the two
most important areas for future research are in developing better measures of
openness directly linked to policy variables, and better models of the channels
through which trade liberalization could affect growth.

Direct links between unilateral liberalization and growth

The USITC dynamic effects study (1997) reviews a large body of work
from the 1990s that tested for a direct relationship between unilateral trade
liberalization and growth. This research analyzes average annual growth across
large numbers of countries between 1960-1990 or a time period within that
span. The sample of countries examined have a wide variation of income
levels, though most often they included only developing countries. All of these
studies made attempts to address the issues of measurement and model
specification. Some studies developed single composite indices that reflected
overall trade policy (e.g., Dollar (1992) and Sachs and Warner (1995)). Others
use multiple indicators of trade openness (e.g., average tariff rates, coverage of
non-tariff barriers, the black market premium on the exchange rate) to test
whether or not their results are influenced by the choice of openness measure
(e.g. Edwards (1992) and Harrison (1996)). Virtually all of these studies find
evidence that openness positively affected average annual growth rates,
although the strength of these results depends on the measure of trade openness
used. Often only a few measures of openness appear to be strongly related to
growth.

Harrison’s 1996 study is particularly noteworthy because it demonstrates
the serious weaknesses arising from ignoring time series data. Previous studies
had measured the openness of a country in the initial year of study. A
researcher studying growth between 1960 and 1990, for example, would use a
measure of openness calculated for 1960. But clearly many countries in the
sample liberalized trade during the long time period under examination. In
addition, the Kennedy and Tokyo Rounds occurred during that period, as well
as a number of preferential or regional trade agreements. Thus, one would not
be surprised if the openness of a country in 1960 was not related to its growth
during the following 30 years. Harrison uses data across countries and over
time, capturing changes in trade policy during this time period. Harrision’s
results show that a much larger number of openness measures had positive,
significant effects on growth than previous studies suggested.
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Edwards’ 1992 study demonstrates the importance of modeling links
between trade liberalization and growth. Edwards posits that a country’s growth
was dependent on local innovation and the rate at which the world’s knowledge
was growing. Local innovation would depend in part on the stock of
knowledge and human capital already available in the country. Countries with
very low initial stocks of knowledge would experience larger benefits from the
“catch-up factor,” access to world knowledge. More open countries would have
more access to new ideas from the rest of the world. However, it is likely that a
more educated work force would increase a country’s ability to absorb these
new ideas. Thus, Edwards suggests TFP growth would be influenced by initial
GDP per capita, openness, and human capital. He finds evidence that these
three effects were indeed significant in explaining the dispersion of growth
across countries.

The 1997 USITC study concludes that the evidence regarding links
between trade openness and growth is mixed. This conclusion is largely based
on the fact that no good single measure of openness exists, and that many of
the trade openness indicators used by researchers are not necessarily correlated
with each other (Pritchett (1996) and Lee and Swagel (1997)). Because it is not
clear a priori which indicators better capture the overall restrictiveness of a
country’s trade policy, different measures could vyield very different
conclusions. The studies by Edwards and Harrison are thus important in that
they test the sensitivity of their results by using many different indicators of
trade openness. In each case they find multiple indicators that are positively
associated with growth. However, the debate on measuring openness has not
been resolved.

Rodriguez and Rodrik (1999) sharply criticize the trade and growth
evidence, due chiefly to the shortcomings of the trade policy measures,
although they also criticize model specification. They emphasize that poor
measurement of trade openness could pick up the effects of other variables,
wrongly attributing them to trade policy. In addition, correlations between trade
policy variables and other omitted macroeconomic policies could bias the
estimates of the effects of trade policy itself. A notable example is the black
market premium on foreign exchange, which Rodriguez and Rodrik show is the
key component of measures like the Sachs-Warner’> openness index.
Rodriguez and Rodrik dismiss the black market premium as consistent with a
number of different macroeconomic policies and unlikely to accurately reflect
trade policy itself. Yet there is much evidence that the black market premium
reflects distortions from foreign exchange licensing, which is often directly and
purposely linked to quotas and other nontariff barriers to trade. It is not clear

75 The Sachs-Warner index is a dummy variable indicating whether a given
economy is considered to be “open” or “closed” in a given year. See Sachs and Warner
(1995).
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that this critique can really dismiss all evidence based on poor measurement,
particularly in regressions using data with time series observations on trade
policy and a wide variety of measures of trade policy.

The most recent studies have examined evidence from both industrial and
developing countries for evidence of a link between trade openness and
growth. Edwards (1998) estimates growth over two time periods, 1960-1990,
and 1980-1990, using panel data for 93 countries, including the United States
and 21 other industrial countries. From this Edwards calculates 10-year
averages of TFP growth for each country. Using the model from his 1992
study, Edwards estimates the effects of trade openness on TFP growth itself,
with 9 alternative measures of openness or restrictiveness. Edwards finds that
openness is positively and significantly related to growth. A 1-percent decrease
in the average import tariff, for example, raises TFP growth by 0.05 percent to
0.11 percent. This significant positive relationship is robust to the use of
several of the other eight openness measures. There is also strong evidence for
a “catch-up” effect. Finally, human capital is also strongly significant and more
important in magnitude than openness for explaining total factor productivity
growth. Interestingly, Edwards finds evidence that enforcement of property
rights is an important factor in explaining this growth, whereas estimates of
other political or macro variables are not.

Greenaway et al. (1998) investigate growth in 69 countries, including the
United States and 21 other industrial countries, over the period 1975-1993.
They limit their empirical testing to three composite measures of
openness/trade liberalization, but each of these was based on multiple
indicators, such as nontariff barrier coverage, import tariffs (mean and
dispersion), black market premium, commitment to trade policy reform,
existence or absence of state monopolies in the export sector, and whether or
not the country is socialist. These indices are used to capture both the
immediate effect of trade reform and its average effect during the post-reform
period. The authors also add three new insights with respect to model
specification. First, in an attempt to capture the dynamic links between trade
openness and TFP growth, the authors specify a per capita GDP growth
function that includes investment, human capital, and population growth.
Second, they allow trade reform to have lagged effects. Third, they correct for
second-order serial correlation. Results for all three measures show a
significant positive relationship between freer trade and growth.

Greenaway et al. find that in any given year, a 1-percentage-point increase
in the trade openness measure raised per capita GDP growth by 0.005 percent
to 0.01 percent in that year, by 0.004 percent to 0.02 percent in the next year,
and by 0.002 percent to 0.02 percent two years later. All three measures
suggest that the largest effects occur one or two periods after initial
liberalization. Results also suggest that the impact of a specific trade
liberalization on growth is smaller than the impact of a country’s openness over
time.
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Frankel and Romer (1999) investigate the relationship between the volume
of trade (trade share) and income levels, rather than trade liberalization and
growth. Because of the difficulty of measuring trade openness accurately, the
authors propose measuring the geographic component of trade shares. The
authors use a gravity model to explain the trade share, which was calculated as
exports plus imports as a share of GDP. The authors also use distance and the
sizes of trade partners, measured by population and area, as explanatory
variables. This yields a geographic component of trade shares—a factor that is
not endogenous or correlated with macroeconomic variables. They then test
whether geographic trade share and trading partner size could explain the
dispersion of income levels across 150 countries, including the United States
and about 28 other industrial countries, in 1985. The authors find that the
geographic component of trade share has a large, positive and marginally
significant effect on income level. They note that the geographic component is
only one component of the effects of trade on growth; hence it is likely to
understate the effect of openness on income levels. The authors also
decompose income growth (1960-1985), and find a large and marginally
significant effect of the geographic component of trade share on per capita
income growth. A one-percentage point increase in the trade share raises per
capita income growth by about 1.3 percent.

Indirect links between unilateral and multilateral liberalization,
investment, and growth

In a sensitivity analysis of cross-country growth regressions, Levine and
Renelt (1992) find that the link between trade openness and growth was not
robust to changes in measures of openness, nor to the inclusion of varying sets
of explanatory variables. Instead, they find that freer trade strongly increased
investment, and that higher investment strongly increased growth. These results
were robust, and suggest an indirect link between trade liberalization and
growth via investment.

Recent papers by Baldwin and Seghezza (1996a, 1996b, 1997, 1998) place
greater emphasis on the indirect link between freer trade, investment, and
growth. They argue that freer trade may increase the return to capital,
generating trade-induced, investment-led growth through such channels as
reductions in the cost of imported intermediates; increased demand for
investment goods (assuming tradables are relatively capital-intensive compared
to non-tradables); and the competitive effects of investment goods, other
tradable goods, and/or the financial sector.

Baldwin and Seghezza (1996b) test the impact of trade liberalization on
average annual growth in the United States and 38 other industrial countries
between 1960 and 1989. In a significant departure from previous studies, they
posit that trade openness directly affects the rate of physical capital
accumulation, thereby indirectly affecting growth. To capture this link, the
authors use a two-equation simultaneous model of growth and investment, and
weighted average ad valorem import charges to measure trade restrictions.
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Results suggest that reductions in trade barriers at home and abroad generat
higher rates of investment, with reductions in the home-country trade barriers
having a larger impact than reductions in trade barriers abroad. Baldwin and
Seghezza’s  main finding is that a 1-percent drop in home country
trade-weighted import charges raises investment by about 1 percent, while a
1-percent drop in the foreign country’s barrier against the home country raises
investment by about 0.82 percent. A 1-percent increase in investment raised
GDP growth by about 0.24 percent. However, there was little evidence of a
significant direct link between trade liberalization and growth. These results
held for some of the alternative openness measures used.

Wacziarg (2001) analyzes growth in 57 countries, including the United
States and 20 other OECD countries, between 1970 and 1989. The author
develops a model in which trade policy affects growth indirectly. However, he
includes six channels through which this might occur—incentives for better
macroeconomic policy (maintaining stability); impact on government size;
lower degree of price distortion; higher rates of investment in physical and
human capital; increased exposure to new technology; and technology
transmission through FDI. To avoid the many problems with measuring trade
openness, Wacziarg estimates the trade policy component of the trade share.
Somewhat analogous to Frankel and Romer, the author estimates the influence
of trade policy variables (tariffs and nontariff barriers) on trade share, as well
as the influence of factor endowments and geographic variables. The estimated
coefficients on the policy variables were used as weights to construct an index
reflecting the net impact of trade policy on trade share. Like Baldwin and
Seghezza, Wacziarg estimates these effects simultaneously, using an
eight-equation system. Wacziarg’s results show that an 8.5-percent increase in
the trade policy measure (equivalent to one standard deviation) is associated
with a 0.61-percent increase in the annual growth rate. Among the eight
channels through which this occurred, investment was the most important (63
percent of the total effect), followed by technology transmission (23 percent).

Several studies explicitly examine the role of FDI in influencing aggregate
growth. The USITC dynamic effects study (1997) examines a number of these
studies, which are again based on cross-country analysis using large groups of
developing countries. These studies find evidence that increased FDI
contributes to higher aggregate growth, but that the ability of a country to
absorb these benefits depends upon its own policies and/or characteristics.
Balasubramanyam et al. (1996), for example, found that the impact of FDI on
growth was stronger for countries with relatively export-promoting policies.
Borensztein et al. (1998) argue that FDI may have a more significant effect on
growth than domestic investment, but this effect only holds if a country has a
minimum amount of human capital available. USITC (1997) also discusses
evidence suggesting that multinational firms do transfer technology and may
generate at least some positive spillovers in the host country.
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Trade Liberalization and Productivity

A number of studies of productivity utilize longitudinal micro-level
datasets, i.e., data which follow the performance of particular firms over time.
In particular, the U.S. Bureau of the Census’ Longitudinal Research Database
(LRD) is widely used in studies of U.S. firms. In their 2000 survey, Bartelsman
and Doms (2000) review many of these studies in the course of examining the
literature on manufacturing productivity in industrial countries. The LRD is a
large dataset containing information on U.S. manufacturing plants over time.
From the descriptive statistics, Bartelsman and Doms conclude that the amount
of productivity dispersion across U.S. industries is very large, and is persistent
over time; a large proportion of productivity growth is due to exit and entry
(resource reallocation); and highly productive firms today are more likely to be
productive in the future. They also observe that regulation that inhibits resource
reallocation can be detrimental to productivity growth, that productivity of an
establishment is related to the productivity of the firm that owns it, and that the
choice of technology across establishments is correlated with the level of
human capital in the establishments.

Bartelsman and Doms emphasize that it is easier to identify such stylized
facts in the micro-level data than to isolate econometrically the effects of
potential underlying determinants of productivity changes such as international
exposure, domestic regulation, ownership structure, managerial quality,
technology choice, and human capital, and that much observed variation in
individual firms’ productivity performance remains unexplained.

Global competition and the productivity of exporting and
import-competing firms

If increased exposure to global competition makes firms more efficient, one
might expect to see exporters and import-competing firms exhibiting higher
productivity than firms producing for the domestic market only. Examining the
U.S. Census LRD, Bernard and Jensen (1995) find a strong correlation between
exporting and productivity. In their 1999 study, Bernard and Jensen find that
U.S. exporting firms are 50 percent to 60 percent larger and 7 percent to 22
percent more capital-intensive than firms producing for the domestic market
only. U.S. exporting firms also had 12-percent tol4-percent higher labor
productivity, and pay 9-percent to 18-percent higher wages than nonexporting
firms. The question was whether exporting itself raises firm productivity, or
whether more productive firms choose to be exporters.

Using data for more than 50,000 plants per year for 1984, 1987, and 1992,
Bernard and Jensen calculate the differential between U.S. exporters and U.S.
nonexporters with respect to wages, employment, TFP, and a number of other
factors. They attempt to determine whether exporter status helps explain these
differentials. Their results suggest that more productive firms self-select to be
exporters, and that future exporters already have desirable performance
characteristics several years prior to entering the export market. In fact, future
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exporters grow faster in the years prior to entering the export market than
future nonexporters do. Exporting appears to raise growth rates in the initial
year, but seem to have little effect on growth rates after that.

Tybout (2000) summarizes evidence found in developing country studies,
which by far accounted for the largest share of the literature on this subject to
date. He concludes that exporting firms do have higher productivity than
nonexporting firms, but again due to self-selection, with the more productive
firms selecting to export. The efficiency gap between exporting and
nonexporting firms does not seem to grow over time, suggesting that little
improvement occurs once already efficient firms have begun to export.
However, the gap grew in some firms in some industries, so longer term effects
cannot be ruled out. Recent work by Aw et al. (2000) suggests that productivity
is a critical factor in Taiwan firms’ decision to export, and that in some cases
Taiwan firms’ productivity did increase after entering the export market.
However Aw, et al. found little evidence of these effects for Korean firms.
Delgado, et al. (2002) argue that self-selection is the main determinant behind
relatively high productivity among Spanish exporting firms.

A recent study of United Kingdom manufacturing firms also provided
evidence that exporting firms are generally more productive than nonexporting
firms, and that these firms self-select-i.e., firms that are more productive
choose to enter the export market (Girma, Greenaway, and Kneller (2002)).
However, in contrast to earlier studies, Girma et al. try to compare the
performance of exporting firms to nonexporters with similar characteristics
(size, wage levels, and initial productivity level). Their results show that
exporting firms tend to have higher productivity than nonexporters, not only in
the first year of exporting, but also in the second year. Thus, exporting appears
to increase productivity growth. They also find that the degree to which
exporting affects productivity growth in the initial year depends upon the
export-intensity of the firm.

One serious difficulty in all of these studies is measurement of productivity.
Bartelsman and Doms (2000) point out that researchers usually measure the
change in the value of a firm’s output, deflated by an industry price index. If
quality improvements have taken place that are not reflected in the price
deflator, this will bias downward the estimate of firm productivity. In addition,
if there is imperfect competition in an industry and differentiated products,
prices may differ across firms. Assuming a single price deflator for an industry
will incorrectly assign higher productivity to firms with higher-than-average
prices. Finally, if firms’ choices of inputs today are affected by their
expectations of productivity in the future, some of the impact of productivity
change will not be picked up by standard TFP calculations.

Several recent studies have taken up these issues. The USITC’s dynamic
effects study (1997) reviews Harrison’s 1994 study, in which the measure of
productivity is revised to allow for market power and scale economies. This
correction leads to stronger effects of trade liberalization on productivity than
are obtained without it. Katayama et al. (2002) provide evidence that standard
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measures of plant productivity growth are biased downward owing to product
differentiation and differences in firm mark-ups. As a result, these measures
tend to underestimate the productivity of exporting firms.

Pavcnik (2002) provides evidence (from Chilean firms) that the
endogeneity between a firm’s choice of inputs and its expectations of future
productivity creates a large downward bias in the measurement of firm
productivity. Pavcnik also notes that plant closings can be a problem. Firms
that are relatively more productive today are less likely to shut down. If plant
profitability is at all correlated with investment in capital, this will introduce a
bias in the calculation of firm productivity growth. Pavcnik finds evidence of
significant bias when the correlation problem is not corrected.

Another serious difficulty is export market entry and exit. As Bernard and
Jensen (1999) note, a large amount of entry into and exit out of the export
market occurs in any given year within U.S. manufacturing. New entrants
experience the fastest growth in employment, wages, TFP, shipments, value
added, and other indicators, followed by incumbent exporters (those who have
remained in the market for at least one year). Exiting exporters show slower
growth on all indicators. Yet in Bernard and Jensen’s analysis, the determinants
of entry and exit are not accounted for when testing for a relationship between
exporting and productivity. If exiting firms are indeed less productive than
those that continue to export, a bias can be introduced in the estimated effect of
exporting on productivity.

The USITC dynamic effects study (1997) presents a detailed discussion of
studies examining the performance of import-competing firms for the United
States, other industrial countries, and developing countries. Two studies using
U.S. firm-level data and several different measures find that increased import
competition raises an industry’s efficiency, once industry concentration was
taken into account. Caves and Barton (1990) found that a one standard
deviation increase in import competition (a 10-percent increase in imports)
increase an industry’s efficiency by 0.05 standard deviations. For highl